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Editorial
 Revista Militar de Ciência e Tecnologia (RMCT), publicação feita 
pelo Instituto Militar de Engenharia, a partir do conceito definido 
em nossa instituição, considera que o Engenheiro Militar tem como 
principal função apoiar as Forças Armadas no desenvolvimento de 
novos equipamentos militares, desde armamentos até produtos de 
alta tecnologia, como aeronaves e satélites, o que lhe atribui uma 

importante função na formação de militares profissionais, capacitados a desenvolver técnicas e 
processos de alta tecnologia para emprego em atividades bélicas.
Essa é uma atividade onde o compartilhamento de conhecimento das tecnologias entre países 
é limitado, não sendo normal troca de auxílio ou de conhecimento técnico. Desta forma, pode- 
se verificar que o engenheiro formado nos institutos de ensino das Forças Armadas tenha 
conhecimento sólido e profundo das matérias curriculares para garantir que o país possa 
desenvolver Materiais de Emprego Militar (MEM), independentemente de apoio externo.
Conforme já divulgado através de mensagem em nossa instituição, “O mundo atual exige 
que cada país consiga superar eventuais problemas de desenvolvimento sozinho. Por isso, o 
engenheiro militar precisa ser determinado e criativo o suficiente para superar esses obstáculos 
sem ajuda externa”, ainda nessa mensagem é destacado o fato de apesar de não ser o Brasil um 
país com tradição de conflitos, é inegável que o país deva manter uma estratégia de defesa para 
dissuasão de conflitos.
É nesse contexto que a RMCT se apresenta como uma alternativa da maior importância para 
divulgação e discussão de temas em desenvolvimento em institutos militares, especialmente 
aqueles desenvolvidos no IME, visando atrair para esse fórum outras instituições, militares ou 
civis, que estejam desenvolvendo matérias que possam vir a ter interesse de aplicação no campo 
militar. Esse comportamento é especialmente importante em se considerando que, no país, as 
instituições de pesquisa estão distribuídas em órgãos subordinados a diversas instituições.
Essa ação é particularmente importante quando se admite que a atual conjuntura mundial 
sinaliza o término da estrutura produtiva, conseqüente da “Revolução Industrial”, período 
iniciado ao final do século XVIII, e o início de uma nova era devido, que já está sendo chamada de 
era da “Revolução Digital, onde avulta a necessidade constante de estímulo ao desenvolvimento 
tecnológico.

A
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Estudo e análise do fenômeno do colapso de um cone de carga oca
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RESUMO: Simulações com carga oca foram realizadas para 
examinar a perfuração em uma rocha encontrada em sítios de 
produção de petróleo. Foram realizados estudos da interação 
do explosivo e do material metálico, a formação do jato e o 
comportamento dos alvos durante a penetração. Foi usada uma 
carga similar as utilizadas pelas prestadoras de serviço. Os alvos são 
o tubo de serviço, coluna de cimentação e reservatório com arenito 
Berea. A simulação da carga oca foi feita no modelo Euleriano, 
e para a penetração foi empregado o modelo Lagrangiano. O 
tempo de detonação na simulação foi menor que 2% comparado 
ao tempo calculado com a velocidade detonação experimental 
do explosivo RDX. Os resultados obtidos permitiram uma melhor 
compreensão do fenômeno de perfuração e penetração de um 
jato metálico produzido pelo efeito de carga oca em diferentes 
materiais, fornecendo uma base sólida para futuro estudos.

PALAVRAS-CHAVE: Canhoneio. Carga oca. Explosivo.

ABSTRACT: Hollow-charge simulations were performed to 
examine drilling in a rock found at oil production sites. Studies 
of the interaction of explosive and metallic material, jet 
formation and target behavior during penetration were carried 
out. A load similar to that used by the service providers was 
used. The targets are the service pipe, cementing column and 
reservoir with Berea sandstone. The simulation of the hollow 
load was done in the Eulerian model, and for the penetration 
the Lagrangian model was used. The detonation time in the 
simulation was less than 2% compared to the time calculated 
with the experimental detonation speed of the RDX explosive. 
The results obtained allowed a better understanding of the 
phenomenon of drilling and penetration of a metallic jet 
produced by the effect of hollow load on different materials, 
providing a solid basis for future studies.

KEYWORDS: Cannonade. Charge Shaped. Explosive.

	

1.	Introdução
A completação é um dos processos mais importantes para 

a produção de petróleo. Este processo consiste em perfurar 
o poço e comunicar a formação com o poço revestido. Na 
região do pré-sal, existem várias dificuldades em estabelecer 
esta comunicação. Uma delas é que as rochas desta região 
são extremamente heterogêneas, o que dificulta a estabilida-
de do poço. Outra é que essas rochas estão em torno de 7 
mil metros de profundidade, sob a pressão da camada água 
do mar, de pós sal e de sal. Estas camadas fazem com que as 
rochas se tornem muito duras e compactadas.

Um dos métodos usados com mais frequência para esta-
belecer a comunicação entre o poço e a formação rochosa é 
a técnica de canhoneio. Esta técnica consiste em abrir a for-
mação com cargas explosivas, que geram jatos de alta pres-
são e que podem penetrar a formação, abrindo canais para o 
escoamento do óleo.

O estudo sobre o colapso de carga oca é de grande im-
portância para o desenvolvimento da técnica de canhoneio. 
Possui uma aplicação dual, visto que além do interesse na 
indústria do petróleo, também permite aplicação na indústria 
de defesa. É bem conhecido na área militar a importância do 
desenvolvimento de artefatos, que empregam o conceito de 
carga oca, para a perfuração de blindagens.

2. Revisão Bibliográfica
O estudo das ondas de choque inicia na época em que 

os europeus começaram a investir no melhoramento do ar-
mamento. Essa necessidade surgiu para que os projetis pu-
dessem atravessar rapidamente as trincheiras com sacos de 
areias. Em 1876, Mach publicou um trabalho sobre o fluido 
em volta dos projetis.

Para mostrar claramente a onda de choque, Mach faz 

uso de variações da massa específica do ar na linha de frente 
do projetil. Ele também obteve um bom entendimento dos 
fundamentos de fluidos supersônicos com os efeitos do mo-
vimento dos projetis. Demonstrou a existência da onda de 
choque e sugeriu a importância da relação da velocidade de 
choque e a velocidade do som [1].

Com a Segunda Guerra Mundial (1939 a 1945), a carga 
oca foi desenvolvida para a destruição de carros de combate. 
O estudo do colapso e penetração com carga oca se iniciou 
com BIRKHOFF et al [2]. Em 1948, ele publicou um tra-
balho que verifica o aumento de penetração com a presença 
de uma camada de revestimento e o distanciamento do alvo 
chamado de stand-off. Os primeiros estudos publicados que 
fazem o uso da carga oca no processo de canhoneio em poço 
de petróleo são datados da década de 40. Empresas presta-
doras de serviço de petróleo desenvolveram canhões a partir 
das cargas militares desenvolvidas na segunda guerra mun-
dial. A partir daí, outras companhias e universidades, em sua 
maioria americanas, efetuaram o desenvolvimento e melho-
ramento do desempenho das cargas.

MEYERS [3] também discorre sobre ondas de detona-
ção, a influência da impedância entre material metálico e ex-
plosivo e as equações de governo durante a propagação da 
onda de detonação, como as equações de conservação e esta-
do. São verificados os pontos de von Neumann e Chapman-
-Jouguet que são de grande importância para compreensão 
da frente da onda de detonação e a sua descontinuidade. A 
FIG. 1 contém a estrutura da onda de detonação e os pontos 
de von Neumann e Chapman-Jouguet (PCJ ) no perfil de pres-
são e tempo. A pressão do ponto de Chapman-Jouguet (PCJ 
), velocidades das partículas (PCJ ) e a velocidade de detona-
ção (D) dependem do explosivo a ser detonado. O ponto de 
von Neumann apresenta-se na frente de onda enquanto que o 
ponto de Chapman-Jouguet é verificado após um tempo mui-
to pequeno do ponto de von Neumann. Para fins de simplifi-
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cação computacional, somente o ponto de Chapman-Jouguet 
é considerado nos cálculos.

Fig 1: (a) estrutura de onda de detonação e (b) o perfil de pressão 
(adaptado de MEYERS, 1994).

Na frente da onda de choque considera-se uma desconti-
nuidade em relação a pressão e a energia. E, para ultrapassar 
este fenômeno, é introduzida a viscosidade artificial de von 
Neumann e Richtmyer. A proposta é adicionar um termo à 
pressão, de modo que a mudança de pressão é distribuída ao 
longo de algumas células, em vez de ocorrer de forma des-
contínua. A adição do termo de viscosidade artificial muda as 
equações de conservação de massa e energia. 

HUANG et al [4] em 2011 fez o uso da viscosidade arti-
ficial com o programa AUTODYN para realizar uma análise 
numérica de um típico problema de detonação de TNT sob 
a água, e observa os efeitos da viscosidade sobre o processo 
físico energético realizado. A viscosidade artificial é adicio-
nada a pressão para solucionar as descontinuidades da onda 
de choque. Diferente do trabalho apresentado por MEYERS 
[3], cuja termo de viscosidade artificial é somente quadrática, 
o trabalho de HUANG et at [4] apresenta dois termos de vis-
cosidade artificial: um quadrático e outro linear. A equação 
usada no programa AUTODYN apresenta estes dois termos.

3. Métodos Computacionais
O método de Euler e de Lagrange foi utilizado, e estes 

têm suas equações desenvolvidas em diferenças finitas. A si-
mulação da carga oca gera grandes deformações e o modelo 
Euleriano consegue suportar altas deformações e tensões, o 
comportamento do material não-linear, fragmentação e pro-
pagação de ondas de choque. Para a simulação da penetração 
do jato no alvo, o método de Euler também é testado, porém 
o que mostra eficiência na geração de resultados é o método 
de Lagrange. Isto se dá porque o modelo Euleriano produz 
mais gasto computacional para gerar resultados que o mode-
lo Lagrangeano.

O método de Euler contém uma grade numérica fixa no 
espaço enquanto há o movimento de matéria em relação a 
grade. Este método é mais usado para representar fluidos, 
apresentando o efeito de suportar altas taxas de deformações 
ou situações de escoamento. Este método computacional tem 
como desvantagem o esforço computacional alto para manter 
as interfaces do material e dissipação numérica [5].

O processo de solução por Euler-Multimaterial, que é 

o empregado no AUTODYN, esta descrito no trabalho de 
GÜREL [6] e no manual AUTODYN Theory Manual [7, 8]. 
Nas duas referências, as equações de conservação são des-
critas na forma de diferenças finitas utilizado um volume de 
controle. A resolução se dá em dois passos. No primeiro pas-
so, chamado de Lagrangeano, as equações são atualizadas e 
progridem ao passo de tempo. No segundo passo, as variá-
veis são atualizadas e mapeadas na malha Euleriana.

No método de Lagrange a malha é fixa ao material simu-
lado, e acompanha o movimento e a deformação do mesmo 
em regiões de distorção relativamente baixas. Este método é 
mais indicado para representar estruturas sólidas. Tem como 
vantagem a fácil adição de modelos complexos e a sua efici-
ência computacional, mas a malha pode ficar muito distorci-
da em regiões extremamente deformadas [5].

4. Formulação Teórica
Para a simulação de uma carga oca são usados vários ti-

pos de materiais e cada um apresenta comportamentos dife-
rentes. Assim, para cada material são empregadas equações 
que descrevem essas transformações. As equações que estão 
contidas no código são equações de conservação, a equação 
de estado do material, de Mie-Grüneisen, de Jones-Wilkins-
-Lee e P-alpha, as equações constitutivas de Johnson-Cook, 
Von Mises e Concreto RHT.

O tratamento matemático das ondas de choque foi ori-
ginalmente desenvolvido por Rankine e Hugoniot. As equa-
ções podem ser facilmente desenvolvidas ao considerar regi-
ões imediatamente antes e após a frente de choque. O estado 
do meio na frente e após a onda de choque obedecem as leis 
de conservação de massa, momentum e energia [3].

0=⋅∇+ u
Dt
D ρρ

					    (1)

P
Dt
Du

−∇=





ρ 					     (2)

0=+
dt
dVP

dt
dE 					     (3)

ρ é massa específica, u é vetor velocidade, t é tempo, P é 
a pressão, V é volume específico e E é a energia interna espe-
cífica por unidade de massa.

As equações de estado são essenciais para descrever a 
onda de choque em uma dada carga e um dado alvo.  Somen-
te com as equações de conservação não é possível calcular 
todas as variáveis. Assim, é necessário mais uma equação de 
estado para possibilitar a resolução do sistema. Uma dessas 
equações relaciona a velocidade de propagação da onda de 
choque com a velocidade de partícula: 

PS UsCU 10 += 					    (4)

tem-se Us que  é a velocidade de propagação da onda de 
choque, Up é velocidade da partícula , Co é velocidade do som 
e  s1  é constante empírica da equação de estado do material.

A equação de estado de Mie-Grüniesen permite calcular 
a pressão em um material sob a ação de uma onda de choque. 
Os termos PH e EH são pressão e energia de Hugoniot e que 
servem como valores de referência, �������������������������γ������������������������ é o coeficiente de Mie-
-Grüneisen.
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( )HH EE
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A detonação do explosivo, a equação de estado que é usa-
da para a detonação do explosivo é a de Jones-Wilkins-LEE.
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A, B, R1, R2  e w são parâmetros de ajuste experimental e 

η é a razão das massas específicas.
A relação da pressão para materiais porosos, como é o caso do 

cimento, foi sugerida por HERMANN [9] e está descrita a seguir:

( )
n

eS

S
P PP

PP








−
−

−+= 11 αα    				      (7)

n é o expoente de compactação (n=3 é normalmente usa-
do). Pe é a pressão elástica e Ps é a pressão total de com-
pactação. A porosidade do material no início da deformação 
plástica é dado por αP [10]. 

Além das equações de estado, o material do jato e do alvo 
possuem um modelo de resistência. Neste trabalho faz-se o 
uso do modelo de Johnson-Cook para o revestimento, o mo-
delo Concreto RHT para o concreto e modelo de falha Von 
Mises para o arenito Berea e o tubo de serviço.

O modelo de Johnson-Cook visa modelar o comporta-
mento de resistência do material metálico do revestimento. 
A equação constitutiva do modelo de Johnson-Cook calcula 
a limite de escoamento dinâmico do material: 

( ) ( )mpn
py TCBA *

0

1log'1'' −







++=

ε
ε

εσ




			   (8)

A’, B’, C’, m e n são parâmetros obtidos experimentalmente 
para cada material. 0 é a taxa de deformação inicial que 
normalmente é 0=1. E T m*    é a temperatura reduzida.

O modelo de falha de Von Mises foi proposto por von MI-
SES [11] a fim de descrever escoamento plástico em metais. 
O critério de von Mises permite o cálculo simples da tensão 
equivalente e a deformação equivalente (σe). A tensão equi-
valente está relacionada com as tensões principais σ1, σ2 e σ3.

( ) ( ) ( ) 2
1

2
13

2
32

2
21

2 






 −+−+−
=

σσσσσσ
σ e 		  (9)

O modelo de Concreto RHT é um modelo avançado de 
plasticidade para materiais frágeis desenvolvidos por RIE-
DAL et al em 1999 [12]. A equação geral deste modelo cons-
titutivo está apresentada a seguir [9]:

( ) ADPTXCrup FRYf .. 3−= 				    (10)

Onde YTXC é a superfície de fratura, FFAD é o factor de 
aumento dinâmico e R3() é o terceiro termo de dependência 
invariante.

5. Modelagem Computacional
A modelagem computacional é a aplicação de modelos 

matemáticos e técnicas da computação à análise, compreen-
são e estudo da fenomenologia de problemas complexos. Na 

modelagem computacional são verificadas as condições ini-
ciais, como o material usado, as equações de estado e consti-
tutivas usadas para cada material, a geometria da carga e do 
alvo, e malhas aplicadas.

Para a elaboração do projetil são usados três materiais. 
Um material metálico compõe o invólucro que envolve a car-
ga que onde contém material explosivo e o revestimento. O 
revestimento contido na carga é também composto de um 
material metálico.

O material usado para o invólucro é o Aço 4340 que pos-
sui resistência ultra- alta a tração e pode ser usado em casos 
que exigem variados tipos e níveis de solicitação. A equação 
de estado usada na simulação para o invólucro é a equação 
estado de Mie-Grüniesen, e a equação constitutiva é a equa-
ção de Johnson-Cook. 

O material que compõe o explosivo para este trabalho é o 
RDX (Research Department X). A equação de estado para os 
explosivos usados é equação de Jones-Wilkins-Lee (JWL), 
que é uma simples relação da pressão com volume e energia, 
e esta equação descreve a expansão adiabática dos produtos 
de detonação de explosivos. Para o revestimento o material 
usado na carga é o cobre OFHC (Oxygen Free High Con-
dutivity), que é um material livre de oxigênio e possui alta 
condutividade. 

A equação de estado usada para simular o cobre OFHC é 
a equação de estado do material [13].

A carga usada para a simulação é uma carga similar às 
cargas empregadas por empresas prestadoras de serviço na 
indústria de petróleo. A Fig. 2 contém o desenho e o dimen-
sionamento aproximado da carga empregada na simulação. A 
malha usada para simular o colapso da carga é a Euleriana. A 
distribuição da malha é de 0,3 por 0,3mm.

Os materiais usados no alvo são três também. Um deles 
é o tubo A25 PSL1 F usado como tubo de serviço, por onde 
desce o canhão e sobe o petróleo do reservatório. A norma 
API 5L 43ªed. [14] contém dados do tubo assim como o di-
mensionamento deste. Outro alvo é a coluna de cimentação 
composta pelo cimento CONC-35MPa que é usado para re-
vestir e proteger o poço de possíveis precipitações. 

Figura 2: Carga oca 4” Port Plu Gun RDX

O material que compõe o alvo que simula o reservatório é 
o arenito Berea que é típico de locais que possuem petróleo. 
Para a simulação a rocha é considerada isotrópica, e se des-
considera a influência dos poros na rocha. Os valores de entra-
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da para a equação de estado são aproximados fazendo o uso de 
valores de concreto com a massa específica próxima ao valor 
da rocha. A Tab. 1 tem os dados de entrada do arenito Berea.

Tab 1: Dados de entrada da rocha Berea (AUTODYN).
Parâmetro Valor

Equação de estado do material

Massa específica de referência ρ0 (kg/cm²) 
[15] 0,002631

Coeficiente de Gruneisen [16] 0,75

Parâmetro C0 [17] 2,6

Parâmetro s1 [18] 1,49

Temperatura de referencia (K) 300

Equação constitutiva de Von Mises

Módulo de cisalhamento (GPa) [19] 6,0

Tensão de escoamento (MPa) [20] 71.6

Após a simulação da carga no enfoque Euleriano, ela é re-
mapeada em uma malha Lagrangeana com a adição de dados 
do alvo. Alguns ciclos são passados de modo, que o jato seja 
bem formado e para que os materiais do involucro e explosi-
vo sejam excluídos da malha. A Tab. 2 apresenta as camadas 
que são penetradas e os valores de cada uma.

Tab 2: Camadas de penetração e valores de espessura para o alvo.

Camadas Primeira 
camada

Segunda 
camada

Terceira 
Camada

Material Tubo A25 PSL1 F [14] CONC-35 MPa [21] Arenito Berea

Espessura (mm) 6,6 63,5 400

Altura (mm) 100 100 100

6. Resultados e Discussões
Os resultados foram obtidos primeiramente na malha Eu-

leriana para a detonação da carga, e posteriormente na malha 
Lagrangeana para a penetração do jato no alvo. A duração 
total para toda simulação em ambas as malhas é de cinco dias 
vinte e duas horas e nove minutos correspondendo a uma si-
mulação de cinco minutos para o processamento de 12,24 μs 
na malha Euleriana e de cinco dias vinte e duas horas e qua-
tro minutos para a simulação de 3000 ���������������������μs������������������� na malha Lagragea-
na. O passo de tempo a cada ciclo nesta simulação está entre  
μs e  μs. Neste trabalho, as simulações numéricas foram re-
alizadas utilizando-se os seguintes recursos computacionais: 
processador Intel(R) Core (TM) i5-3317U CPU @ 1,70 GHz 
1,70 GHz, memória (RAM): 4,00 GB, sistema operacional 
de 64 Bits, softwares ANSYS AUTODYN e 14.5 MATLAB 
8.0 (R2012b).

A simulação do explosivo ocorre por uma onda de deto-
nação pontual iniciada na extremidade esquerda e avançando 
contra o revestimento. Os dados de saída do programa para 
malha Euleriana estão compostos pelos resultados obtidos no 
explosivo e no revestimento.

Os resultados obtidos no explosivo são as pressões máxi-
mas, velocidades máximas e tempo em que a onda de deto-
nação percorre todo explosivo. A Fig. 3 representa os valores 
de pressão no tempo logo após a detonação (t=1,018 μs) e 
no tempo em que a onda de detonação já passou por todo o 
explosivo (t=6,306 μs) e se encontra na base do cone.

Figura 3: À esquerda a carga no tempo 1,018 μs e à direita a 
carga no tempo de 6,306 μs.

A Fig. 4 contém os resultados obtidos das máximas pressões 
dentro do explosivo até que a onda de choque passe por todo 
explosivo. Pode-se observar que o pico de pressão aumenta até 
40,47 GPa no tempo 3 �������������������������������������μs����������������������������������� e decai em seguida porque há dimi-
nuição da quantidade de explosivo não detonado na carga. Nesta 
mesma figura tem-se as máximas velocidades das partículas do 
explosivo até o tempo de 5,802 ������������������������������μs����������������������������. A velocidade máxima encon-
trada é 4080,0 m/s no tempo de 5,802 μs.

A Fig. 5 ilustra as velocidades e pressões no tempo em que a 
frente da onda de detonação chega no final do explosivo (t=5,802 
μs���������������������������������������������������������������) e todas as partículas passaram a ter velocidade. Com esta fi-
gura é possível observar as velocidades mais altas.das partículas 
no revestimento em vermelho e ao final do explosivo na cor azul 
claro.

Fig 4: Pressões máximas no explosivo da carga oca até o tempo 
de 6,306 μs e velocidades máximas das páritculas de explosivo da 

carga oca até o tempo de 5,802 μs.

Fig 5: Pressões e Velocidades absolutas máximas da carga oca no 
tempo de 5,802 μs.

A Tab. 3 mostra a comparação entre o tempo de detona-
ção do explosivo obtido na simulação e o tempo obtido utili-
zando a velocidade de detonação teórica do explosivo RDX 
(8,180km/s). Os resultados obtidos entre os dois se apresen-
taram muito próximos, pois a diferença percentual é menor 
que 2%.



RMCT VOL.36 Nº2 2019 7REVISTA MILITAR DE CIÊNCIA E TECNOLOGIA

Tab 3: Valores do tempo de passagem do pico de onda na simula-
ção e calculado pela velocidade de detonação do RDX, e a diferen-

ça percentual entre os dois.

Propriedade S i m u l a -
ção

Velocidade de detonação do 
RDX Diferença

Tempo (μs) 5,802 5,908 1,794%

A Tab. 4 contém os valores máximos de pressão e veloci-
dade encontrados no explosivo RDX e o tempo em que esses 
valores são encontrados.

Tab 4: Valores máximos de pressão e velocidade de partí-
cula encontrados no explosivo RDX nos respectivos tempos.

Propriedade Valores Tempo (μs)

Pressão máxima 40,47 GPa 3

Velocidade máxima 4080,0 m/s 5,802 

Foram também verificados os valores das pressões e ve-
locidades máximas encontradas no revestimento. A Fig. 6 
contém as pressões e velocidades máximas no revestimento 
entre os tempos 0 μs e 12,24 μs. A pressão no revestimento 
cresce até 5 μs com 56,7 GPa e, ao longo do tempo, decresce 
seu valor. Isto ocorre porque no tempo de 6 μs, o pico da 
onda de detonação já chegou ao final do explosivo (t=5,802 
μs). Então o revestimento não recebe mais onda de detonação 
e a tendência das pressões dentro do revestimento é atenuar. 
A velocidade máxima encontrada é no tempo de 7 μs, bem 
logo após a passagem de toda pressão da onda de detonação, 
que ocorre até o tempo de 6,306 μs. O fenômeno ocorre com 
a passagem de toda pressão da onda de detonação, as partí-
culas adquirem um valor de velocidade. Quando não há o 
término da passagem da onda de pressão, as velocidades das 
partículas passam a diminuir com tempo.

Fig 6: Pressões e velocidades máximas no revestimento da carga 
oca no tempo de 0 até 12,24 μs na malha Euleriana.

A Tab. 5 contém os valores máximos de pressão, velo-
cidade e massa específica encontrados no revestimento, e o 
tempo em que esses valores são encontrados.

Tab 5: Valores máximos de pressão, velocidade e massa específica 
encontrados nos elementos do revestimento nos respectivos tempos

Propriedades Valores Tempo (μs)

Pressão máxima 56,70GPa 5

Velocidade máxima 7468 m/s 7 

Massa específica máxima 0,01052kg/cm³ 5

A penetração nos alvos aço (tubo de serviço), concre-
to (CONC-35MPa) e o arenito Berea são realizados após a 
simulação na malha Euleriana até o tempo de 12,24 μs. Nesta 
simulação, a malha usada é a Lagrangeana. A contagem do 
tempo é reiniciada e recomeça do 0 μs. A carga é remapeada 
com as condições que estava na malha Euleriana.

O primeiro alvo que o jato encontra é o tubo de serviço A25 
PSL1 F. O segundo alvo em que o ocorre a penetração é na coluna 
de cimentação. E o último alvo é o arenito Berea. A Tab. 6 contém 
os valores de tempo de cada penetração em cada alvo.

Tab6: Valores do tempo de passagem do jato em cada alvo.
Alvo Tempo (μs)

Tubo de serviço A25 PSL1 F 2,6

Coluna de Cimentação 18,6

Arenito Berea 2978,8

A Fig. 7 mostra o início de penetração nos três alvos. O 
jato colide com o tubo de aço no instante de 0,2003 �����������μs���������; a coli-
são com o concreto ocorre no instante 2,8 μs e com o arenito 
Berea ocorre no instante 21,40 μs.

A Fig. 8 mostra a penetração do jato e o acúmulo no final do 
túnel nos tempos de 2000 ��������������������������������������μs������������������������������������ e de 3000 �������������������������μs�����������������������. Entre esses dois tem-
pos não há muita diferença de penetração como mostra a Tab. 7.

Tab 7: Valores de penetração entre os tempos de 2000μs e 3000μs 
no arenito Berea.

Tempo (μs) Penetração (mm) Penetração (in)

2000 339,52 13,36

3000 339,8 13,38

Os picos de pressão para cada alvo estão em instante de 
tempo diferentes. Os picos ocorrem quando o jato inicia a 
perfuração no alvo. Pode-se observar os picos de pressão ao 
longo tempo na Fig. 9. A Tab. 8 contém os valores dos picos 
de pressão com cada material e seu respectivo tempo.

Fig 7: Colisão do jato em cada alvo nos tempos 0,2003 μs , 2,80 μs e 
21,40 μs na malha Lagrangeana
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Fig 8: Localização do jato nos tempo de 2000 μs (acima) e 3000 
μs (abaixo) na malha Lagrangeana.

Tab 8: Valores máximos de pressão encontrados nos alvos nos 
respectivos tempos.

Alvos Pressão máxima (GPa) Tempo (μs)

Tubo de serviço A25 PSL1 F 44,247 0,304

Coluna de Cimentação 27,09 4

Arenito Berea 8,868 60

Fig 9: Pressões dos alvos entre os tempos 0 e 100 μs na malha 
Lagrangeana.

A Fig. 10 contém a posição do jato em cada instante de 
tempo. Pode-se verificar que a partir do instante 2000 μs 
a posição não se altera muito até 3000 μs. Isto se dá por 
conta da resistência do material que atenua a velocidade, 
como é verificado na Tab. 7 e Fig. 8, onde o valor da ve-
locidade vai decrescendo. A Fig. 10 também contém as 
velocidades máximas encontradas no jato de 0 até 3000 
μs. Depois do tempo de 2000 μs não há uma significativa 
variação da velocidade, assim como a posição do jato. A 
velocidade que aparece depois de 2000 μs no gráfico é a 
velocidade máxima que jato se acumula no fundo do túnel 
perfurado. 

Fig 10: Posição e velocidades máximas do jato entre os tempos 0 e 
3000 μs na malha Lagrangeana.

A Tab. 9 contém os valores dos picos de pressão em cada 
tempo que ocorre com impacto em cada material.

Tab 9: Valores das pressões máximas do jato nos tempos do im-
pacto em cada alvo.

Alvos Impactados Tempo (μs) Pressão máxima (GPa)

Tubo de serviço A25 PSL1 F 0,2003 136,2

Coluna de Cimentação 33,107 2,8 

Arenito Berea 5,449 21,4

A Tab. 10 contém os valores máximos de pressão encon-
trados no jato e o tempo em que eles se encontram.

Tab 10: Valores máximos de pressão, velocidade e posição en-
contrados no jato e seus respectivos tempos em realação a malha 

Lagrangeana.

Propriedades Valores Tempo (μs)

Pressão máxima 136,2GPa 0,2003

Velocidade máxima 6815 m/s 0

Posição Máxima 474,4 mm 3000

7. Conclusões
Os resultados na primeira simulação com a malha Eule-

riana permitiram verificar como ocorre a passagem da onda 
de choque e o que acorre com o revestimento que recebe o 
impacto da onda. Os resultados de pressões e velocidades 
tanto do explosivo quanto do revestimento proporcionaram 
a visualização da formação do jato e o efeito da quantidade 
de explosivo em cada tempo de detonação. Os valores das 
tabelas para a simulação na malha Euleriana estão dentro do 
esperado, como é o caso do valor dado pela Tab. 3 com dife-
rença percentual menor que 2%.

Os resultados obtidos na malha Lagrangeana proporcio-
naram uma melhor compreensão do impacto do jato com 
cada alvo e o tempo de penetração em cada um. Foi verifica-
do o quanto o jato penetra estes alvos e o efeito da resistência 
do material quanto decresce o valor da velocidade e a taxa de 
penetração. Um dos aspectos físicos que pode ser apresenta-
do é o afinamento e o acúmulo de jato no final do túnel. 
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Análise de canário envolvendo incêndio em material radioativo orientado à 
resposta à emergência
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Praça General Tibúrcio, 80, 22290-270,
Praia Vermelha, Rio de Janeiro, RJ, Brasil.

RESUMO: O presente trabalho fundamenta-se no estudo 
de cenário envolvendo incêndio em irradiadores de sangue, 
tendo como base o HEMORIO, devido ao fato de se possuir tal 
equipamento e de situar-se em área densamente povoada. Usando 
cenário hipotético, tentou-se aproximar ao máximo de uma situação 
realista usando curvas de incêndio padronizadas que forneceram 
dados de entrada para o software HotSpot Health Physics code 
para estimar as doses equivalentes efetivas totais (TEDE) para a 
população afetada pela dispersão do radionuclídeo na atmosfera. 
Os resultados foram tratados e inseridos para a análise de riscos 
de indução de leucemia, tomando por base os relatórios sobre 
efeitos biológicos das radiações ionizantes (BEIR V e VII). Isso 
permitiu analisar as consequências de incêndio em irradiadores de 
sangue que façam uso de fontes de Cs-137 e auxiliar nas medidas 
de prevenção, mitigação, preparação e resposta, possibilitando 
a proteção das comunidades potencialmente em risco de 
desenvolvimento de câncer.
PALAVRAS-CHAVE: Incêndio em material radioativo, radiação 
ionizante, risco, leucemia.

ABSTRACT: This study was based on the evaluation of a scenario 
involving fire in blood irradiation equipment, taking as a basis the 
HEMORIO, due to owning such equipment and be situated in densely 
populated area. Although the scenario is hypothetical, there was an 
effort to approach to reality by considering standardized fire curves 
which provide input data to the HotSpot Software Health Physics to 
estimate the population’s Total Effective Dose Equivalent (TEDE) 
due to atmospheric dispersion. The Results were also treated 
and inserted as input for risk evaluation of induction of leukemia 
by mathematical means based on reports of Biological Effects of 
Ionizing Radiation (BEIR V and VII) depending on the dose level. 
The study of the scenario allowed inferring the consequences of 
a fire in blood irradiators that use Cs-137 sources assisting in the 
prevention, mitigation, preparedness and response, enabling the 
protection of potentially at-risk communities.

KEYWORDS: Fire in radioactive material, ionizing radiation, risk, 
leukemia.

	

1. Introdução
O uso difuso da energia nuclear na Saúde por meio da 

Medicina proporciona uma tendência de concentração de 
equipamentos dotados de material radioativo em áreas ur-
banas densas onde se encontram vários hospitais e clínicas 
realizando procedimentos envolvendo tais materiais. Em 
caso de exposição a situações críticas de segurança, como 
um incêndio, tais equipamentos podem contribuir para con-
siderável aumento dos índices de degradação ambiental, o 
que inclui a real possibilidade de exposição ao perigo não 
só de trabalhadores como também do público em geral. Um 
cenário desta natureza é crítico, intrincado e de difícil solu-
ção, podendo acarretar imensos prejuízos tanto sociais como 
econômicos (SANTOS, 2015) [1].

Desta forma, dispor de ferramentas metodológicas que 
permitam avaliar consequências resultantes das atividades 
humanas, de qualquer natureza, sobre os seres humanos e a 
biosfera, pode ser um caminho para a garantia da segurança 
e da manutenção da vida. Este desafio emerge não só das 
consequências dos efeitos radioativos sobre seres humanos 
e o espaço físico, mas também da ignorância sobre este tipo 
de urgência. A escolha do cenário para os estudos propostos 
no presente trabalho foi feita, tomando por base as pesquisas 
relativas ao material radioativo capazes de representar uma 
ameaça potencial em uma região densamente povoada no Es-
tado do Rio de Janeiro.

 	 De acordo com, Suzane de Alencar Vieira (VIEIRA, 
2015), o acidente com o Cs-137 em Goiânia no ano de 1987 
foi considerado o maior acidente radiológico em área urbana 
do mundo, de modo a provocar o medo de novas ocorrências, 
tornar os efeitos danosos conhecidos e aprofundar os estudos 
relativos à prevenção, preparação, mitigação e resposta. O 
Cs-137 encontra-se, dentre outras aplicações, em irradiado-
res de sangue, em atividades consideradas de interesse para 

o presente estudo, cujas doses equivalentes efetivas totais 
(TEDE) geradas por sua queima podem ser estimadas, bem 
como os principais efeitos sobre uma população afetada [2].

O HEMORIO, local escolhido para o estudo, encontra-se 
situado na região central do município da Cidade do Rio de 
Janeiro. Destaca-se como um centro de referência em Hemo-
terapia, que apresenta, em seus protocolos, as indicações de 
dose de irradiação de 25 Gy em hemocomponentes irradia-
dos para reduzir o risco de Doença do Enxerto Contra Hos-
pedeiro (DECH) [3].

Embora sejam verificadas medidas de segurança previs-
tas legalmente em âmbito        nacional e, para os irradiadores 
de sangue, sejam equipamentos selados, o histórico de even-
tos adversos mostra que deve sempre haver a preocupação 
com a violação, intencional ou não de uma fonte e que as 
possibilidades devem ser aventadas, tais como um incêndio, 
que pode consumir uma fonte já violada ou não.

A importância das ações de prevenção, além da preser-
vação de vidas e bens, está relacionada aos elevados esfor-
ços e custos inerentes à recuperação dos cenários. O estudo 
de cenário envolvendo incêndio em local contendo material 
radioativo permite, por meio da identificação dos possíveis 
riscos primários e secundários da combustão, sugerir efetiva 
orientação aos procedimentos a serem adotados por diversas 
agências normalmente envolvidas nas ações de prevenção, 
mitigação, preparação e resposta, identificando-se as ame-
aças e vulnerabilidades imediatas com efeito sobre futuros 
comprometimentos e fragilidades.

2. Materiais e métodos
O critério de escolha da fonte tem amparo no TE-

CDOC-1344 da Agência Internacional de Energia Atômica 
(IAEA, 2003), que trata da categorização de fontes radioati-
vas e apresenta, no seu apêndice II, as fontes em seus relati-
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vos usos, atividades e riscos atribuídos. Deste documento foi 
verificado que o Cs-137 é utilizado na irradiação de sangue, 
tem atividades entre 440 e 37 TBq, e classe de risco 1, no 
qual se observa a relação A/D≥1000, onde A é a atividade da 
fonte e D, o potencial de fontes para causar efeitos determi-
nísticos, de modo que esse equipamento se apresenta de ma-
neira satisfatória para as expectativas do presente estudo [4].

Devido à falta de acesso ao interior da edificação e à in-
viabilidade de inventariar os materiais que poderiam queimar, 
caso o ambiente em que se encontra o irradiador fosse incen-
diado, a carga incêndio foi calculada por meio da Instrução 
Técnica de número 15 do Corpo de Bombeiros do Estado de 
São Paulo (CB/PMESP, 2015) que define um cenário típico 
para o tipo de edificação e atividade tratada neste trabalho [5].

Na ausência de dados que pudessem conferir maior reali-
dade ao trabalho, as curvas padronizadas foram consideradas 
como a função temperatura da atmosfera do ambiente com-
partimentado, por meio das tabelas e gráficos de incêndio-
-padrão, de modelos idealizados para análises experimen-
tais.Admitindo-se que a temperatura dos gases quentes no 
compartimento em chamas obedeça às curvas padronizadas, 
torna-se viável conhecer a evolução temporal do incêndio.

Os parâmetros relacionados às características locais da 
edificação e do local onde se encontra, da fonte e da queima 
do material foram inseridos no código HotSpot, que, como 
foi mencionado, apresenta um modelo conservativo para es-
timar a dose e a concentração de radionuclídeos como resul-
tado da liberação de materiais radioativos (SHIN and KIM 
2009; THIESSEN et al, 2009) [6].

Com o objetivo de aproximar um cenário realístico em 
uma situação de incêndio, compatível com as curvas obser-

vadas em um incêndio-padrão para materiais celulósicos, 
material predominante nos mobiliários e nas divisórias, foi 
adotado o tempo de 15 minutos, onde se observam em tais 
curvas, temperaturas superiores a 700◦C, e nas quais a taxa de 
calor começa a diminuir.  E então, com base nessas tabelas e 
gráficos, foram calculados os parâmetros relativos ao incên-
dio que alimentaram o código [7].

As tabelas extraídas das simulações do HotSpot permiti-
ram estabelecer cenários críticos, tanto em relação aos níveis 
de doses observados, quanto no número de pessoas afetadas, 
viabilizando a análise de potenciais consequências e orienta-
ção da resposta à emergência. É possível também, utilizando 
as equações BEIR V e/ou VII, avaliar as probabilidades do 
desenvolvimento de câncer na população afetada, permitin-
do que os órgãos de saúde pública estabeleçam medidas que 
venham a minimizar essas consequências que podem ter im-
pactos catastróficos na economia local no futuro quando se 
consideram os tratamentos e indenizações solicitadas por via 
judicial [8].

Com isso, foram calculados os excessos de risco relativos 
(ERR) e as probabilidades de causa (PC) para toda a popu-
lação afetada e para ambos os sexos, conforme as equações 
mencionadas para idades da exposição menores que vinte 
anos e tempos de exposição abaixo de quinze anos, entre 
quinze e vinte cinco anos, e acima de vinte e cinco anos, e 
para idades de exposição superiores a vinte anos, e tempos de 
exposição menores que vinte e cinco anos, entre vinte e cinco 
anos e trinta anos, e acima de trinta anos. olhe a gravura aí 
embaixo:

Exposição pessoal do público ao risco de desenvolvimen-
to de câncer

Fig 1: Resumo da metodologia utilizada.
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MATERIAL MEIA VIDA ATIVIDADE TEMPO TAXA DE CALOR CALOR ESPECÍFICO VOLUME VELOCIDADE
Cs137 30 ANOS 4,4E+14Bq 15MIN 2,6E+7Cal/s 4062 Cal/g 2710 gal 0,5m/s

ALTURA 
m DMD (Km) ÁREA (Km²) Habitantes DMD (Km) ÁREA (Km²) Habitantes DMD (Km) ÁREA (Km²) Habitantes
10 0,01 674,00 0,56 0,058 590,73 0,71 0,09 916,65 5,10 2,30 23425,50
20 0,07 8,80 0,9 0,12 1222,20 1,2 0,2 2037,00 6,80 4,20 42777,00
30 0,15 2,50 1,1 0,16 1629,60 1,5 0,29 2953,65 9,50 7,50 76387,50
40 0,23 1,20 1,2 0,18 1833,30 1,7 0,35 3564,75 12,00 11,00 112035,00
50 0,30 0,65 1,3 0,18 1833,30 1,8 0,38 3870,30 15,00 15,00 152775,00
60 0,37 0,38 1,3 0,17 1731,45 1,9 0,39 3972,15 17,00 18,00 183330,00
70 0,47 0,25 1,3 0,14 1425,90 1,9 0,37 3768,45 18,00 21,00 213885,00
80 0,57 0,17 1,2 0,096 977,76 1,9 0,33 3361,05 20,00 24,00 244440,00
90 0,69 0,12 1,1 0,042 427,77 1,8 0,27 2749,95 21,00 26,00 264810,00
100 0,81 0,09 NÃO EXCEDIDO NÃO EXCEDIDO ----- 1,7 0,2 2037,00 23,00 28,00 285180,00
120 1,00 0,06 NÃO EXCEDIDO NÃO EXCEDIDO ----- 1,4 0,039 397,22 25,00 31,00 315735,00
150 1,40 0,03 NÃO EXCEDIDO NÃO EXCEDIDO ----- NÃO EXCEDIDO NÃO EXCEDIDO ----- 27,00 34,00 346290,00
750 8,20 1,59E-03 NÃO EXCEDIDO NÃO EXCEDIDO ----- NÃO EXCEDIDO NÃO EXCEDIDO ----- 21,00 12,00 122220,00

1000 9,90 1,21E-03 NÃO EXCEDIDO NÃO EXCEDIDO ----- NÃO EXCEDIDO NÃO EXCEDIDO ----- 17,00 5,30 53980,50
LEGENDA Sv
INTERNA 0,10

MÉDIA 0,05
EXTERNA 0,001

DMD
MAX DETE

NÃO EXCEDIDO

DADOS SIMULAÇÃO HOTSPOT

COMPARATIVO DE ALTURA

DENS. DEM. Z. NORTE (Hab/Km²)
10.185

TEMPERATURA DO AR
23◦C

DMD (Km)
INTERNA EXTERNAMÉDIA

Max DETE (Sv)

Ref.: Norma CNEN‐NN‐3.01.

Área de controle operacional cujo nível de ação para evacuação de população em situações de emergência é atingido.

DISTÂNCIA DA MÁXIMA DOSE - Distância em que se observa a maior dose.
MÁXIMA DOSE EQUIVALENTE TOTAL EFETIVA.
Indica que os limites de dose definidos para as condições de contorno não foram atingidos.

Área de controle operacional cujo limite anual para público em situação em operação normal é atingido.

Área de controle operacional cujo limite de dose em situações de emergência para executar ações de preveção de situações catastróficas é atingido.

Fig 2: Distribuição da dose em função da altura da dispersão atmosférica.

Fig. 3. (a) Máxima distância de dose em função da altura da dispersão atmosférica, (b) Dose equivalente 
total efetiva em função da altura da dispersão atmosférica e (c) Indivíduos afetados nas áreas de controle 

operacional interna, média e externa em função da altura da dispersão atmosférica.

FIG. 4. Relação entre o excesso de risco relativo e a distância de máxima dose para homens e mulheres, tomando por base as variáveis a 
= Idade na exposição, T = tempo desde a exposição e para a radiação gama do Césio 137 e análise através do BEIR V ou VII: (A1) a≤20, T≤15 e BEIR 
V, (A2) a≤20, T≤15 e BEIR VII, (B1) a≤20, 15<T≤25 e BEIR V, (B2) a≤20, 15<T≤25 e BEIR VII, (C1) a≤20, T>25 e BEIR V, (C2) a≤20, T>25 e BEIR 

VII, (D1) a>20, T≤25 e BEIR V, (D2) a>20, T≤25 e BEIR VII, (E1) a>20, 25<T≤30 e BEIR V, (E2) a>20, 25<T≤30 e BEIR VII.
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3. Resultados e discussões
A população afetada nas áreas de controle operacional defini-

das a partir da Norma CNEN 3.01. [9] apresentou a mesma carac-
terística para as três condições de contorno, porém com valores 
distintos, sendo os números máximos de habitantes afetados en-
contrados nas áreas relativas às alturas de dispersão atmosféricas 
de 50, 60 e 150m para as áreas interna, média e externa respecti-
vamente, conforme Fig. 2.

A partir das informações da tabela, foi possível verificar as 
tendências de distribuição das doses de radiação em função das 
alturas de dispersão atmosférica, onde se pode observar que as 
máximas distâncias de dose tendem a aumentar com a altura, con-
forme gráficos da Fig. 3.

 Então, de posse desses dados, foi possível verificar, por meio 
do uso das equações do BEIR, os excessos de risco relativos, con-
forme Fig. 4.

Uma vez conhecidos os possíveis cenários desencadeados por 
um acidente e suas consequências, estimáveis a partir das tabelas 
e figuras até aqui apresentadas, pode-se, após a ocorrência de um 
acidente real, estimar os danos relacionados às máximas doses, 
máximas distâncias de dose, áreas atingidas por cada condição de 
contorno e a população afetada, podendo se identificar informa-
ções relevantes para tomadas de decisão, tais como:
•	 Alcance da pluma com dose de 1mSv em até 27Km, podendo 

chegar a expor mais 346.000 indivíduos ao limite de doses para 
público em situação operacional normal;

•	 Aproximadamente 3.900 indivíduos afetados por doses supe-
riores a 50mSv, considerado o nível de ação para evacuação da 
população em situação de emergência;

•	 Cerca de 1.800 indivíduos afetados por doses superiores a 
100mSv, considerado o limite de dose em situações de emer-
gência para executar ações no intuito de prevenir o desenvolvi-
mento de situações catastróficas;

•	 Excesso de Risco Relativo em até 15 indivíduos a 200m da fon-
te para doses agudas, mostrando a necessidade de preocupação 
com a população fixa do prédio e com os respondedores;

•	 Maior vulnerabilidade para indivíduos que receberem doses 
com idade inferior a 20 anos para doses agudas, favorecendo a 
composição de equipes de resposta compostas por indivíduos 
de idade mais elevada; 

•	 Excesso de Risco Relativo em até 45 indivíduos para baixas 
doses, isto é, para a população fluminense;

•	 Maior vulnerabilidade para mulheres que receberem baixas 
doses.

•	 Os gráficos apresentados na FIG. 4. permitem também estu-
dos para a redução de risco absoluto e análises estatísticas de 
números necessários a tratar, evitando-se o tratamento de toda 
a população e facilitando a triagem dos afetados além de ser-
vir de apoio à tomada de decisão, uma vez que lista possíveis 
cenários que podem ser comparados em uma situação de emer-
gência real futura, bem como investigações de relação causal 
das eventuais enfermidades que afetem a população exposta.

4. Conclusão
Assim, com base no conhecimento dos riscos associados 

a um possível incêndio em irradiadores de sangue que façam 
uso de material radioativo, pode-se estimar previamente suas 

consequências, de modo a permitir o devido planejamento de 
ações preventivas, preparatórias, mitigatórias e de resposta 
capazes de reduzir as consequências na população potencial-
mente afetada.

Em síntese, podem ser listados alguns procedimentos de 
auxílio à redução de riscos de desastres envolvendo incên-
dios em materiais radioativos:
•	 Conhecimento e identificação prévia dos riscos;
•	 Controle de acesso à fonte;
•	 Capacitação específica de profissionais que habitem edi-

ficações que possuam irradiadores, mesmo que suas ati-
vidades não sejam diretamente relacionadas aos mesmos, 
quanto às medidas preventivas;

•	 Uso de medidas de orientação de evacuação de público;
•	 Utilização de dispositivos fixos e portáteis de combate 

a incêndios para primeira resposta, evitando-se atingir a 
queima generalizada;

•	 Revisão de legislação relativa à prevenção e combate a in-
cêndios, tratando especificamente de materiais radioativos;

•	 Criação de Planos Operacionais Padrão para operações in-
tegradas nas ações de combate a incêndios em materiais 
radioativos;

•	 Elaboração de planos de contingências específicos para a 
ameaça de incêndios em material radioativos; e

•	 Realização de simulados multiagências.
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RESUMO: A detecção de comunidades é uma importante tarefa 
de análise de redes complexas que vem sendo estudada pela 
academia e pela indústria nos últimos anos. Trata-se de um 
problema de otimização que tenta identificar grupos (comunidades) 
de elementos altamente interligados em redes de grande porte. 
A maioria dos algoritmos projetados até o momento para resolver 
este problema concentra-se exclusivamente na topologia da rede 
de entrada, ignorando qualquer informação existente sobre o 
contexto da aplicação. Neste artigo, propõe-se uma abordagem 
de detecção de comunidades que leva em consideração tanto 
informações topológicas quanto informações contextuais da 
rede. Esta abordagem introduz o agrupamento de dados como 
uma etapa prévia ao processo de detecção de comunidades, a 
fim de identificar comunidades estruturalmente densas, coesas 
e possivelmente sobrepostas. O artigo apresenta resultados 
quantitativos e qualitativos obtidos em três redes de natureza 
distinta, ilustrando o potencial de aplicação da abordagem 
proposta nos cenários militar, civil e científico. Os experimentos 
realizados mostram que a combinação de informações contextuais 
e topológicas das redes pode levar a partições interessantes 
formando comunidades de conteúdo coeso e útil.

PALAVRAS-CHAVE: Detecção de Comunidades, Agrupamento 
de Dados, Análise de Redes Complexas, Redes Homogêneas, 
Grafos com Atributos.

ABSTRACT: ABSTRACT: Community detection is an 
important network analysis task that has been studied by 
academy and industry.It is an optimization problem that tries to 
identify groups (communities) of highly interconnected nodes 
in a network. Most algorithms designed so far to solve this 
problem concentrate exclusively on the topological aspects 
of the input network, ignoring any existing information about 
the context of application. This article proposes a community 
detection approach that takes both topological and contextual 
information into consideration.This approach introduces 
data clustering as a pre-processing step for the community 
detection process in order to identify structurally   dense, 
cohesive and possibly overlapping communities. The article 
also presents quantitative and qualitative results obtained 
in three networks of different nature illustrating the potential 
of application of the proposed approach in military, civil and 
scientific scenarios. Experiments show that the combination of 
contextual and topological information may lead to interesting 
partitions with cohesive and useful content communities.

KEYWORDS: Community Detection, Data Clustering, 
Complex Network Analysis, Homogeneous Network, 
Attributed Graphs.

	

1. Introdução
Nos últimos anos, academia e indústria têm dedicado 

grande atenção à análise de redes complexas [1]. Uma rede 
complexa é um multigrafo1 altamente interconectado, pos-
sivelmente contendo atributos2, onde um vértice (nó) repre-
senta um item da rede (por exemplo, pessoa, página da Web, 
produto, filme, foto, artigo, etc.) e uma aresta representa al-
gum tipo de associação entre os itens correspondentes (por 
exemplo, amizade ou comunicação entre duas pessoas) [2]. 
O problema de detectar grupos de nós densamente interco-
nectados é uma importante tarefa de análise de redes comple-
xas conhecida como detecção de comunidades [3].

Inicialmente usada para identificar grupos de pessoas em 
redes sociais, a detecção de comunidades tem sido aplicada 
a uma ampla gama de áreas, desde então [4]. Por exemplo: 
(a) na Ciência da Web, para detectar clusters (grupos) de web 
sites interconectados [5], [6]; (b) em sistemas de recomenda-
ção, para aplicações de recuperação de informação e comér-
cio eletrônico [7], [8], [9]; (c) em Biblioteconomia e Ciência 
da Informação, para a identificação e remoção de dados du-
plicados [10], [11]; (d) em Bioinformática, para identificar 
interações entre proteínas [12], [13]; (e) em aplicações de 
segurança como a descoberta de grupos virtuais de terroristas 
e criminosos ocultos em redes sociais [14].

Em essência, a detecção de comunidades é um problema 

de otimização que tenta organizar os elementos em grupos 
(comunidades), de forma a maximizar o número de arestas 
em um mesmo grupo e minimizar a quantidade de arestas em 
grupos distintos [4]. No entanto, em muitas aplicações reais, 
a estrutura topológica do grafo e os dados contextuais podem 
ser importantes para encontrar comunidades estruturalmente 
densas e coesas [15] [16]. 

Para ilustrar essa hipótese, considere o exemplo de uma 
rede fictícia de coautoria de artigos científicos descrita na 
figura 1. Cada vértice representa um autor e cada aresta re-
presenta um artigo escrito em parceria pelos autores por ela 
conectados. Toda aresta tem um atributo com informações 
contextuais, ou seja, o conjunto de palavras-chave usadas 
para rotular o artigo. Do ponto de vista exclusivamente to-
pológico, a detecção de comunidades possivelmente encon-
traria duas comunidades: uma com os vértices A, B, C e D; 
e outra com os vértices E, F e G. Ambas as comunidades 
seriam estruturalmente densas. Porém a primeira conteria au-
tores de artigos envolvendo palavras-chave distintas, o que 
poderia representar interesses distintos. Por outro lado, se o 
processo de detecção da comunidade pudesse também levar 
em conta uma perspectiva contextual, poderia gerar três co-
munidades sobrepostas3, tais como {A, B, C}, {B, C, D} e 
{E, F, G}, que, além de estruturalmente densas, apresenta-
riam uma coesão de conteúdo. Segundo esta divisão, mais 
refinada que a primeira, cada comunidade agruparia autores 

1 Um multigrafo é um grafo onde dois nós podem ser conectados por múltiplas arestas.
2 Um grafo com atributos se caracteriza por apresentar atributos em nós e/ou arestas. Em geral, atributos contêm informações sobre o con-
texto da aplicação. Por exemplo, palavras-chave e data de publicação de um artigo, gênero e renda de uma pessoa, preço de um produto, 
coordenadas geográficas, etc.
3 Comunidades sobrepostas são aquelas que têm pelo menos um nó comum. Comunidades não sobrepostas são chamadas de comunida-
des disjuntas [5].
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que escreveram artigos com palavras-chave comuns carac-
terizando, assim, uma maior coerência entre os assuntos de 
interesse dos elementos de cada grupo.

Diante do exposto, este artigo tem como objetivo pro-
por uma abordagem de detecção de comunidades que leva 
em consideração tanto informações topológicas quanto in-
formações contextuais. Chamada de ComDet, a abordagem 
proposta introduz o agrupamento de dados4 como uma etapa 
prévia ao processo de detecção das comunidades a fim de 
identificar comunidades estruturalmente densas, de conteúdo 
coeso e possivelmente sobrepostas. O agrupamento de da-
dos garante a coesão de conteúdo entre as informações dos 
vértices e das arestas de cada comunidade detectada. Nos ex-
perimentos, avaliações qualitativas e quantitativas com três 
redes reais mostram que a combinação de dados contextuais 
e topológicos pode levar a comunidades densas com conte-
údos semelhantes dentro de cada uma. As redes escolhidas 
ilustram o potencial de aplicação da abordagem proposta nos 
cenários militar, civil e científico.

B

A

C

D E

F

G

Fig. 1 – Exemplo de comunidades detectadas em dois cenários. As 
linhas contínuas em negrito representam comunidades identifica-
das sob um ponto de vista exclusivamente topológico. As linhas 

tracejadas indicam comunidades detectadas diante da combinação 
dos pontos de vista topológico e contextual

Este texto contém outras cinco seções. A seção 2 resume 
os conceitos básicos em detecção de comunidades. Na Se-
ção 3 são apresentados trabalhos relacionados à detecção de 
comunidades próximos à abordagem proposta neste artigo. 
O detalhamento da abordagem proposta encontra-se na se-
ção 4. A Seção 5 expõe e comenta os resultados obtidos nos 
experimentos. Conclusões e trabalhos futuros encontram-se 
indicados na Seção 4.

2. Fundamentação teórica
Esta seção discute os conceitos relevantes para a com-

preensão deste trabalho, a saber, a detecção da comunidade 
e o agrupamento de dados. Também estão descritas algumas 
métricas de avaliação usadas nos experimentos.

2.1 Detecção de comunidades

Uma comunidade é definida como um conjunto de sub-
grupos coesos de elementos de um conjunto de dados [4]. 
A detecção de comunidades em redes complexas é a tarefa 

de identificar grupos de vértices, na qual os vértices perten-
centes a um grupo específico interagem uns com os outros 
com mais frequência do que com vértices que estão fora do 
grupo [17]. A maioria dos algoritmos clássicos na área de de-
tecção de comunidades não usa informações do domínio de 
aplicação [18], [3], [19], [20], [21], que são importantes na 
identificação efetiva de grupos. Entre os principais algorit-
mos clássicos para detecção de comunidades estão o Girvan-
-Newman e o LouvainC. 

O algoritmo de Girvan-Newman é um método hierár-
quico para detecção de comunidades em redes homogêneas4 
[22]. Esse método remove arestas gradativamente do grafo 
original G. A ordem de remoção dessas arestas segue o crité-
rio de centralidade por intermediação, β. Para qualquer ares-
ta e ∈ E, considere que β(e) retorna o número de caminhos 
mais curtos entre o par de nós v e u ∈ V que contêm e. Ao 
passo que G é subdividido, a estrutura de suas comunidades 
são expostas. As etapas deste algoritmo são resumidas pelo 
seguinte algoritmo: 

1)  E ← G.E
2) Para cada e ∈ E, calcule β(e);
3) emax ← argmaxe∈E β(e);
4) E ← E −{emax}
5) Para cada e ∈ E afetado pela remoção do emax, recalcule 

β (e);
6) Repita os passos 3 e 4 até E = ∅.

A execução do algoritmo acima produz gradualmente um 
dendrograma, uma árvore na qual a raiz representa todos os 
nós em G.V, e cada folha é um nó de G. As comunidades 
finais podem ser extraídas escolhendo um limiar de corte em 
alguma profundidade do dendrograma.

O algoritmo LouvainC [21] é um algoritmo de detecção 
de comunidade que lida com redes heterogêneas6. Este algo-
ritmo usa o conceito chamado de modularidade composta a 
fim de avaliar a partição de uma rede heterogênea em comu-
nidades. Dada uma rede heterogênea G, o LouvainC assume 
que G = G[1] ∪G[2] ∪ ... ∪G[s], onde cada G[y] é uma sub-rede 
que consiste em arestas do mesmo tipo. Na primeira etapa, o 
algoritmo detecta comunidades em cada sub-rede separada-
mente. Assim, cada nó pode ser atribuído a diferentes comu-
nidades de diferentes sub-redes. No segundo passo, o Lou-
vainC combina as partições das sub-redes e obtém algumas 
constantes. Cada constante é associada a um conjunto de vér-
tices que devem ficar juntos se esses forem atribuídos a uma 
mesma comunidade em cada partição. No terceiro passo, o 
algoritmo usa as constantes derivadas anteriormente para 
construir uma nova rede onde cada novo nó representa um 
grupo de nós que devem ser agrupados em conjunto. Dado 
dois nós u e v da nova rede, cada nova aresta representa o 
conjunto de atestas do gráfico original que conecta os nós re-
presentados por u e v. Então, o LouvainC otimiza a modulari-
dade composta, que é descrita pela equação 1 (Q[y] representa 
a modularidade em G[y], m[y] é o número de arestas em G[y], m 
é o número total de arestas e L é a partição). O LouvainC não 
leva em consideração dados contextuais durante o processo.

			   (1)

4 O agrupamento de dados é uma tarefa de mineração de dados que agrupa registros de dados de acordo com sua similaridade de conteúdo [3], [15].
5Redes que contêm apenas um tipo de nó e um tipo de aresta.
6 Redes que contêm nós de vários tipos de nós e/ou conexões.
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2.2 Algoritmos de agrupamento

O agrupamento de dados pode ser definido como um 
problema de otimização, no qual o objetivo é maximizar a 
similaridade intra-grupo e minimizar a similaridade intergru-
pos [22], [23], de acordo com um critério predeterminado. 
Abaixo encontra-se sumarizado o Affinity Propagation, o al-
goritmo de agrupamento de dados usado nos experimentos 
deste artigo.

O Affinity Propagation (AP) [24] é um algoritmo de agru-
pamento que se baseia na ideia de passar mensagens entre os 
pontos de dados. Considere um conjunto de elementos de um 
conjunto de dados {x1, x2, ..., xn}. Esse algoritmo toma como 
entrada uma matriz cujo elemento a(i, j) corresponde à simi-
laridade entre os pontos xi e xj. A seguir, duas matrizes A e R 
são iterativamente atualizadas até a convergência. Na matriz 
de responsabilidades R, o elemento r(i, k) indica o quanto o 
elemento xk é um representante adequado para o elemento 
xi na matriz de disponibilidade A, o elemento s(i, k) indica 
o quão apropriado é o elemento xk pode ser escolhido como 
representante do elemento xi. A atualização dos elementos 
dessas matrizes é feita por meio de equações 2, 3 e 4, apre-
sentadas a seguir.

		    (2)

	    (3)

			      (4)

Uma vez definidas as matrizes A e R, o algoritmo encon-
tra os denominados exemplares, pontos para os quais o soma-
tório da disponibilidade com a responsabilidade é um valor 
positivo. Esses exemplares definem os grupos identificados 
pelo AP: cada grupo é composto pelo seu exemplar corres-
pondente e pelos pontos representados por este exemplar.

O AP difere dos algoritmos clássicos de agrupamento 
como o k-means e o k-medoids, uma vez que não requer que 
a quantidade de grupos a ser formada seja fornecida como 
entrada para a tarefa de agrupamento.

2.3 Métricas de avaliação

Neste artigo, foram utilizadas três métricas de avaliação 
nos experimentos, a saber, modularidade, densidade e infor-
mação mútua normalizada (NMI). Abaixo segue uma visão 
geral destas métricas.

Modularidade (M) mede a qualidade de uma determinada 
partição de uma rede [25], [26]. Especificamente, é definida 
como a diferença entre dois valores. O primeiro correspon-
de à fração de arestas da rede que conecta vértices na mes-
ma comunidade. O segundo é o valor esperado da fração de 
arestas em uma rede que conecta vértices dentro da mesma 
comunidade. Se o número de arestas dentro da comunidade 
não é melhor do que aleatório, então M = 0. Por outro lado, 
os valores de M aproximando-se de 1 indicam forte estrutura 
comunitária. 

Densidade (ou densidade interna) pode ser definida como 

o número de arestas, na, em uma rede complexa R dividida 
pelo o total do número de arestas possíveis, nT. O número 
total de arestas possíveis em uma rede R é obtido por nT = 
(n×(n−1))/2, onde n é o número de vértices em R [27]. nT está 
dividido por dois para evitar contar uma aresta duas vezes. 
Com isso, densidade de uma rede R pode ser definida pela 
equação 5.

			   (5)

A modularidade expressa como os nós das comunida-
des no conjunto de dados estão conectados. Por outro lado, 
a densidade indica a concentração das arestas nas comuni-
dades detectadas. Os altos valores dessas métricas indicam 
que as comunidades detectadas concentram alto número de 
arestas em grupos de nós altamente interligados, ou seja, uma 
boa partição.

Seguindo a metodologia apresentada em [28], utiliza-se 
a medida de informação mútua (MI) para avaliar como dois 
agrupamentos C e C’ são semelhantes ou diferentes. Esta 
medida encontra-se definida na equação 6, onde: p(Ci) (resp. 
p(Ci, Cj)) corresponde à probabilidade marginal associada à 
comunidade Ci (resp. probabilidade conjunta associada às 
comunidades Ci e Cj).

	 (6)

A medida de informação mútua normalizada (NMI), 
versão normalizada da MI, varia entre 0 e 1, e quanto maior o 
seu valor, mais os dois agrupamentos C e C’ são semelhantes.

3. Trabalhos relacionados
Vários algoritmos foram desenvolvidos para resolver o 

problema de detecção da comunidades [25], [29], [30], [31], 
[32], [33], [34], [35], [21], [36], [37], [38], [39], [40], [41], 
[42], [43], [44], [45], [16], [46], [47]. A maioria deles se con-
centra exclusivamente nos aspectos topológicos da rede e 
tenta maximizar o número de conexões em cada comunidade 
e minimizar o número de conexões entre diferentes comuni-
dades. No entanto, algumas dessas iniciativas se concentra-
ram no uso de agrupamento de dados para detectar comuni-
dades em redes complexas e estão intimamente relacionadas 
com a abordagem proposta. Por exemplo:
•	 [16] divide o grafo em k grupos, de modo que cada grupo 

contenha um subgrafo densamente conectado. Os autores 
consideram que os vértices pertencentes a um dado grupo 
possuem valores de atributos, isto é, há informações de 
domínio associadas a cada vértice. Diferente do presente 
trabalho, a proposta feita em [16] não é capaz de encontrar 
comunidades sobrepostas. Trata-se de uma limitação im-
portante, uma vez que diferentes vértices podem pertencer 
a diferentes comunidades. Por exemplo, uma mesma pes-
soa pode pertencer a mais de uma comunidade.

•	 Em [38], os autores procuram detectar comunidades 
adicionando um vértice à comunidade se seus atributos 
apresentarem uma boa similaridade com os atributos dos 
membros já existentes na comunidade, levando em conta 
também a sua conectividade. De forma análoga a [16], esse 
trabalho também não detecta comunidades sobrepostas. 
Além disso, o usuário precisa informar as comunidades 
anteriormente existentes no conjunto de dados.
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•	 [47] propõe RM-CRAG, um algoritmo de agrupamento de 
grafos com atributos. Para um valor k dado pelo usuário, 
o RM-CRAG gera os top-k agrupamentos (possivelmente 
sobrepostos), nos quais esses agrupamentos são distintos 
uns dos outros (não redundantes). RM-CRAG não trata 
de atributos nas arestas, diferentemente da abordagem 
proposta pelo presente artigo. Esta é uma limitação im-
portante, pois, de forma similar ao exemplo da figura 1, 
muitas redes contêm atributos sobre a aplicação vincula-
dos às arestas.

4. Abordagem proposta
Esta seção descreve conceitualmente os passos da abor-

dagem proposta (ComDet) e resume as principais caracterís-
ticas do protótipo implementado.

4.1 Descrição conceitual

Toda rede fornecida como entrada para a ComDet deve 
ser um multigrafo homogêneo com atributos, representado 
por sua instância e seu esquema. Enquanto o esquema da 
rede contém meta-dados que indicam os tipos de vértice 
e de aresta e os atributos contidos no grafo, a instância de 
rede contém os dados em si. As Figuras 2(a) e 2(b) ilustram, 
respectivamente, o esquema e a instância de uma rede hi-
potética de coautoria de publicações. Neste trabalho, foram 
adotados os diagramas de classe e objeto da UML7 para rep-
resentar o esquema e a instância das redes, respectivamente.

Conceitualmente, a abordagem proposta possui seis eta-
pas principais que estão representadas graficamente na figura 
3 e descritas a seguir.

Fig. 2 – Representações de Rede – Exemplo de uma rede de 
coautoria de publicações: (a) Esquema - Diagrama de Classe; (b) 

Instância - Diagrama de Objetos.

Fig. 3 – Etapas do ComDet: Visão Geral do Processo.

•	 Configuração - Esta etapa permite ao usuário escolher 
quais atributos devem ser considerados pelo processo de 
agrupamento. Cabe ressaltar que tal escolha tem influência 
direta no conteúdo das comunidades que são identificadas 
durante o processo. Depende, portanto, dos interesses do 
domínio da aplicação.

•	 Pré-Processamento - Esta etapa compreende diversas ati-
vidades de preparação de dados feitas antes do processo de 
agrupamento e que podem incluir, por exemplo, a normali-
zação e a codificação de dados da rede.

•	 Geração do Registro de Dados - Esta etapa converte a re-
presentação de grafo em uma estrutura relacional. Cada par 
(vértice v, aresta a) é convertido em um registro de dados 
que contém os atributos tanto de v quanto de a que tenham 
sido escolhidos pelo usuário na etapa de Configuração. A 
Tabela 1 ilustra o efeito desta conversão aplicada ao exem-
plo da Figura 2(b). Considere que os atributos escolhidos 
na primeira etapa tenham sido idade e palavras-chave.

•	 Agrupamento de Dados - Esta etapa é responsável por se-
parar os registros de dados em grupos de registros simi-
lares ci. O resultado desta etapa é uma coleção de grupos 
{ci}. Embora qualquer algoritmo de agrupamento possa, 
em princípio, ser aplicado aqui, foi utilizado o algoritmo 
Affinity Propagation (seção 2.1).

•	 Reconstrução do Grafo - Para cada grupo ci identificado na 
etapa anterior, esta etapa restaura as conexões entre todos 
os pares de nós de ci que existem no grafo original. Assim, 
o grafo resultante Gi é um subgrafo da rede original que 

7  Unified Modeling Language.
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compreende vértices e arestas com atributos que comparti-
lham conteúdos semelhantes.

•	 Detecção de Comunidade - Esta etapa é aplicada a cada 
grafo reconstruído Gi a fim de identificar subgrafos Gij for-
temente conectados (comunidades detectadas em Gi). Na 
figura 3, CDGi denota o conjunto de Gij de Gj. Cabe ressaltar 
que CDG corresponde à partição identificada pela Com-
Det, onde CDG = CDG1 È ... È CDGn. De forma análoga 
ao descrito em relação à etapa de agrupamento de dados, 
qualquer algoritmo de detecção de comunidades pode ser 
aplicado neste ponto. A escolha de qual algoritmo deverá 
ser aplicado cabe ao analista de dados responsável. 

Tabela 1: Resultado da etapa de geração de registros de dados 
aplicada sobre o exemplo da figura 2, considerando que os atribu-

tos escolhidos tenham sido idade e palavras-chave

Record Id Idade Palavra-Chave

1 34 {P1, P2}

2 41 {P1, P2}

3 34 {P3, P4}

4 41 {P3, P4}

5 34 {P1, P3}

6 30 {P1, P3}

4.2 Protótipo

O protótipo da ComDet foi codificado em Python8. Foram 
utilizadas as APIs do Scikit-Learn [48] e NetworkX [49] para 
desenvolver os módulos de aprendizado de máquina e de aces-
so às estruturas de grafos, respectivamente. Os grafos instância 
e esquema foram codificados em um formato XML9 específico 
chamado DyNetML [50].

Os algoritmos de agrupamento de dados e de detecção de 
comunidades adotados foram o Affinity Propagation [24] e 
Girvan-Newman [3], respectivamente. A escolha desses al-
goritmos foi devido ao fato de que eles não exigem que o 
usuário informe a quantidade de grupos / comunidades como 
entrada.

5. Experimentos e resultados
Inicialmente, esta seção descreve o método utilizado para 

avaliar o desempenho da ComDet. Descreve também as re-
des utilizadas nos experimentos e os resultados obtidos em 
cada caso.

5.1 Processo de validação 

O processo de avaliação comparou os resultados da Com-
Det com os resultados obtidos por outros dois algoritmos: 
Girvan-Newman [3] e LouvainC [21]. Como exposto na Se-
ção 2, o primeiro é um algoritmo de detecção de comunidade 
que se baseia unicamente na topologia da rede. O segundo é 
um algoritmo de detecção de comunidades que utiliza como 
base informações disponíveis sobre o contexto da aplicação. 
A Figura 4 descreve o processo de avaliação adotado. 

Na primeira etapa, cada rede foi submetida aos três algo-
ritmos e cada um deles detectou comunidades. Girvan-New-
man e LouvainC geraram um conjunto de comunidades cada 

(chamado GNG e LCG, respectivamente). A ComDet também 
gerou um conjunto de comunidades, chamado CDG , onde 
CDG = CDG1 È ... È CDGn.

Essas comunidades foram processadas na segunda etapa 
para uma análise quantitativa. Esta etapa calculou três mé-
tricas de avaliação: modularidade, densidade e informação 
mútua normalizada (NMI). As duas primeiras foram aplica-
das separadamente à cada conjunto de comunidades gerado 
pelos três algoritmos. A modularidade expressa como os vér-
tices das comunidades do conjunto estavam conectados e a 
densidade indica a concentração de arestas nas comunidades 
detectadas. Valores elevados dessas métricas indicam que as 
comunidades detectadas concentram um número elevado de 
arestas em grupos de vértices altamente interligados, isto é, 
em termos topológicos, uma boa partição. Por outro lado, a 
NMI expressa similaridade entre dois conjuntos de comuni-
dades. Tal métrica foi útil para mensurar o quanto as comu-
nidades detectadas pela ComDet foram distintas em relação 
às comunidades identificadas pelos outros dois algoritmos. 
Os valores de NMI entre dois conjuntos de comunidades va-
riam de 0 (sem similaridade) a 1 (correlação perfeita). Cabe 
destacar que a NMI entre os conjuntos de comunidades gera-
das pelo Girvan-Newman e pelo LouvainC não foi calcula-
da, uma vez que os experimentos não tinham como objetivo 
comparar os dois algoritmos entre si.

A terceira etapa compreendeu uma análise qualitativa das 
comunidades detectadas. Foi realizada por um usuário que 
pesquisou padrões que representavam algum tipo de coerên-
cia entre os dados agrupados em cada comunidade.

Fig. 4 – Visão Geral do Processo de Avaliação e Comparação dos 
Resultados.

5.2 Redes 

A fim de ilustrar a dualidade de aplicação da abordagem 
proposta, foram selecionadas três redes para realizar os expe-
rimentos, sendo uma de natureza militar, uma pertencente ao 
contexto científico e a terceira originada em um cenário civil. 
As três encontram-se disponíveis na web para download:
•	 Militarized Interstate Dispute (MID) - Este conjunto de da-

dos contém informações sobre conflitos entre vários países 
que ocorreram de 1816 a 2010 [51]. O esquema simplifica-
do do MID é apresentado na Figura 5.

•	 ArXiv - É um repositório de artigos científicos de várias 

8  eu código está disponível para download em https://goo.gl/Rfuwrf.
9  https://www.w3.org/XML/
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áreas de conhecimento e que podem ser acessados onli-
ne1. Tal repositório inclui informações sobre coautoria e 
palavras-chave de artigos (ver esquema da rede ArXiv na 
Figura 6). Nos experimentos foram considerados autores 
e artigos publicados de 1994 a 1997 em cinco seções de 
Física: astrofísica, matéria condensada, relatividade geral e 
cosmologia quântica, física de alta energia fenomenologia 
e física de alta energia - teoria.

•	 Enron Email Dataset (Enron) - Este conjunto de dados 
contém e-mails gerados pelos funcionários da Enron Cor-
poration e adquiridos durante a investigação após o co-
lapso da empresa [52]. Os dados contextuais disponíveis 
neste conjunto de dados estão no formato textual. A Figura 
7 apresenta o esquema da Enron.

•	 A tabela 2 fornece algumas informações estatísticas sobre 
esses conjuntos de dados. 

Fig. 5 – Esquema do conjunto de dados MID.

Fig. 6 – Esquema do conjunto de dados ArXiv.

Fig. 7 – Esquema do conjunto de dados Enron.

Tab 2: Estatísticas sobre os conjuntos de dados utilizados nos 
experimentos

Conjunto de Dados Nós Atestas Coeficiente de
agrupamento

MID 2.779 16.544 0,644

ArXiv 902 8.422 0,521

Enron 158 7.139 0,493

5.3 Experimento 1: rede MID

Neste experimento, a ComDet foi configurada para con-

1	  http://export.arxiv.org/

siderar três atributos contextuais: latitude, longitude e o nú-
mero de mortes (fatalidade). Na etapa de pré-processamento, 
esses atributos foram normalizados.

A Figura 8(a) apresenta os resultados quantitativos obti-
dos pela ComDet (CDG), pelo Girvan-Newman (GNG) e pelo 
LouvainC (LCG) no experimento com a rede MID. O con-
junto de comunidades identificado pela ComDet apresentou 
uma modularidade superior às dos conjuntos identificados 
pelos outros algoritmos. As comunidades identificadas pela 
ComDet apresentaram uma densidade superior às das identi-
ficadas pelo algoritmo Girvan-Newman e bem próxima das 
obtidas pelo algoritmo LouvainC. Tais fatos são evidências 
de que a ComDet foi capaz de identificar melhores partições 
do que os dois algoritmos de base estritamente topológica. Os 
valores médios de NMI próximos de 0,7 e 0,45 mostram que 
as comunidades detectadas pela ComDet foram bem diferen-
tes das detectadas pelo Girvan-Newman e pelo LouvainC. 
Isso significa que os atributos contextuais considerados pela 
abordagem proposta influenciaram o processo de detecção e 
levaram a comunidades estruturalmente distintas das detecta-
das pelos algoritmos exclusivamente baseados em topologia.

 Do ponto de vista qualitativo, os algoritmos Girvan-
-Newman e LouvainC identificaram comunidades disjuntas e 
que incluíram países de continentes diferentes. Por exemplo, 
ambos colocaram os EUA em comunidades com a Turquia e 
a Grécia, e com o Irã e o Iraque. Por outro lado, as comuni-
dades detectadas pela ComDet dividiram os países de acordo 
com seu continente (ou seja, países geograficamente próxi-
mos). Consequentemente, nos resultados obtidos com a abor-
dagem proposta, os EUA só apareceram em comunidades de 
países do continente americano. Claramente, esses resultados 
foram influenciados pelos atributos contextuais de latitude e 
longitude usados pela ComDet no experimento.

1.	 5.4 Experimento 2: rede arXiv 

Neste experimento, foram usadas as palavras-chave dos 
artigos como informações contextuais. Com tais dados, fo-
ram construídas: primeiro, uma matriz TF-IDF associando 
artigos com palavras-chave e, em seguida, uma matriz de si-
milaridade (entre os artigos). Essa última foi a entrada para a 
etapa de agrupamento de dados.

Conjunto Densidade Modularidade NMI GNG NMI LCG

CDG 0,42 0,26 0,70 0,45

GNG 0,19 0,11 1,00 –

LCG 0,45 0,15 – 1,00

Conjunto Densidade Modularidade NMI GNG NMI LCG

CDG 0,80 0,85 0,93 0,93

GNG 0,82 0,90 1,00 –

LCG 0,83 0,91 – 1,00

Conjunto Densidade Modularidade NMI GNG NMI LCG

CDG 0,37 0,59 0,53 0,63

GNG 0,47 0,32 1,00 –

LCG 0,45 0,64 – 1,00
Fig. 8 – Resumo dos resultados quantitativos dos experimentos nas 

redes: (a) MID; (b) ArXiv; e (c) Enron.
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Sob o ponto de vista quantitativo, os resultados produ-
zidos pela ComDet ficaram bem próximos aos produzidos 
pelos outros dois algoritmos, conforme mostra a Figura 8(b). 
No entanto, cabe chamar a atenção para um dos conjuntos 
produzidos pela ComDet (CDG9). Ele foi o que apresentou 
menor valor de NMI (0,92) e maiores valores de densida-
de (0,88) e modularidade (0,96). Ou seja, retratou uma boa 
partição do ponto de vista topológico, além de uma maior 
dissimilaridade em relação aos conjuntos identificados pelos 
algoritmos baseados exclusivamente em topologia.

Ao analisar esse mesmo conjunto de comunidades sob 
uma perspectiva qualitativa, é possível observar que a Com-
Det foi capaz de identificar comunidades de autores que, 
além de possuírem interesses (palavras-chave) comuns, tam-
bém publicaram artigos em coautoria. Como artigos de áreas 
comuns normalmente compartilham palavras-chave comuns, 
o processamento da ComDet foi certamente influenciado 
pelo uso das palavras-chave como atributos contextuais.

5.5 Experimento 2: rede ENRON 

Neste experimento, a ComDet foi configurada para consi-
derar as informações textuais disponíveis no conteúdo dos e-
-mails. O pré-processamento de tais conteúdos exigiu tokeniza-
ção, remoção de palavras de parada (stopwords) e identificação 
de radicais [53]. Subsequentemente, matrizes de TF-IDF e de 
similaridade foram construídas e utilizadas pela ComDet.

Em termos quantitativos, a ComDet detectou um conjunto 
de comunidades, com densidade e modularidade próximas das 
apresentadas pelos conjuntos de comunidades identificados pelo 
Girvan-Newman e pelo LouvainC. Entretanto, baixos valores 
de NMI mostram que as comunidades detectadas pela ComDet 
foram diferentes das detectadas pelos outros algoritmos. 

Da mesma forma que nos demais experimentos, os atributos 
contextuais considerados pela abordagem proposta influencia-
ram o processo e levaram a comunidades estruturalmente dis-
tintas das detectadas pelos algoritmos exclusivamente baseados 
em topologia. Isso pode ser ilustrado, sob o ponto de vista qua-
litativo, pelas nuvens de palavras das Figuras 9, 10 e 11. Cada 
uma delas foi extraída de uma comunidade identificada pela 
ComDet. Cada comunidade apresentou uma temática (interes-
se) predominante no grupo, porém distinta das temáticas dos 
demais grupos. Palavras como comission, market, price, rate, 
entre outras presentes na Figura 9 são comuns e frequentes nas 
discussões de negociações e finanças. A figura 10 mostra termos 
usuais entre pessoas do setor de Tecnologia da Informação (TI) 
como data, system, group, offsite, video, information, identity, 
entre outras. Da mesma forma, a Figura 11 indica termos fre-
quentes típicos de setores de logística onde as preocupações 
com datas e prazos são críticas. Por exemplo: Nov, Jan, Feb, 
Oct, Dec (menção aos meses do ano), confirmations, manage-
ment, state, entre outras.

Fig. 9 – Nuvem de palavras extraída de uma comunidade detectada 
pela ComDet na Rede Enron: negociações e discussões financeiras.

Fig. 10 – Nuvem de palavras extraída de uma comunidade detecta-
da pela ComDet na Rede Enron: problemas de TI.

Fig. 11 – Nuvem de palavras extraída de uma comunidade detecta-
da pela ComDet na Rede Enron: logística, gerenciamento e prazos.

6 Conclusão 
A detecção de comunidades é uma importante tarefa de análi-

se de redes complexas que tem sido investigada nos últimos anos 
tanto pela academia quanto pela indústria. É um problema de oti-
mização que tenta identificar grupos (comunidades) de nós alta-
mente interligados nas redes. Vários algoritmos têm sido propos-
tos para detectar comunidades. A maioria deles está restrita ao uso 
de informações topológicas. No entanto, apesar da reconhecida 
importância dos dados contextuais para o problema de detecção 
de comunidades, poucas iniciativas investigaram o uso desse tipo 
de informação para identificar grupos coesos de nós conectados 
que compartilhem conteúdos comuns.

Neste artigo, foi proposta uma abordagem de detecção de co-
munidades que leva em consideração tanto informações topológi-
cas quanto contextuais. Esta abordagem introduz o agrupamento 
de dados como uma etapa de pré-processamento para o proces-
so de detecção da comunidade a fim de identificar comunidades 
estruturalmente densas, coesas e possivelmente sobrepostas. Tal 
abordagem permite ao analista humano selecionar as informações 
de contexto consideradas relevantes sob a perspectiva da aplica-
ção e que devem ser utilizadas no processo. Resultados quanti-
tativos e qualitativos obtidos nos experimentos com três redes 
de diferentes cenários (militar, civil e científico) mostram que, 
de fato, a combinação de informações contextuais e topológicas 
pode levar a partições interessantes formadas por comunidades de 
conteúdo coeso, diferentemente das abordagens tradicionais cujo 
processo de detecção de comunidades é puramente topológico. 
Pelos experimentos realizados, foi possível também perceber a 
relação entre os atributos contextuais selecionados e o conteúdo 
das comunidades identificadas pela ComDet.

Como trabalho futuro, planeja-se estender a abordagem pro-
posta para lidar com redes heterogêneas. Redes heterogêneas es-
tão cada vez mais frequentes no dia a dia e se caracterizam por 
conter diferentes tipos de elementos e diferentes tipos de conexões 
entre eles. Também pretende-se aplicar a abordagem proposta no 
problema de predição de links. Tal problema consiste em procurar 
prever se elementos não conectados em uma rede se ligarão no fu-
turo. Acredita-se que prever links a partir de comunidades coesas 
possa tornar o processo preditivo mais preciso. Além do exposto, 
novos experimentos aplicando a abordagem proposta em outras 
redes complexas também deverão ser executados. 
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RESUMO: O reconhecimento de expressões faciais tem sido 
alvo de pesquisas, devido ao seu potencial de aplicação. Vários 
trabalhos no estado da arte focam no desenvolvimento de sistemas 
computacionais para realizar o reconhecimento de expressões. 
No entanto, reconhecer expressões faciais através de sistemas é 
uma tarefa desafiadora, devido aos inúmeros fatores que afetam 
a eficiência dos sistemas constituídos basicamente das seguintes 
etapas: aquisição facial, extração de características e classificação. 
Este trabalho aborda apenas na última etapa, com o objetivo de 
classificar em função das Unidades de Ação as seis expressões 
faciais básicas (raiva, surpresa, tristeza, nojo, medo e alegria). 
Para alcançar o objetivo foram utilizadas as Redes Bayesianas 
e as Redes Neurais Artificiais do tipo Multilayer Perceptron. As 
Redes Bayesianas obtiveram no geral, uma média de acertos de 
90.06%, enquanto que as Redes Neurais Artificiais apresentaram 
uma taxa média de 79.80%.

PALAVRAS-CHAVE: classificação, expressões faciais, reconhe-
cimento de expressões.

ABSTRACT: The recognition of facial expressions has 
been the object of research, due to its application potential. 
Several works in the state of the art focus on the development 
of computational systems to perform the recognition of 
expressions. However, recognizing facial expressions through 
systems is a challenging task due to the numerous factors 
that affect the efficiency of the systems constituted basically 
of the following steps: facial acqui-sition, features extraction 
and classification. This work addresses only on the last stage 
with the objective of classify in function of the Action Units 
the six basic facial expressions (anger, surprise, sadness, 
disgust, fear and happiness). To achieve the goal were used 
the Bayesian Networks and the Artificial Neural Networks 
of the Multilayer Perceptron type. The Bayesian Networks 
obtained in general, an average of accuracies 90.06%, while 
the Artificial Neural Networks presented an average rate of 
79.80%..
KEYWORDS: Cclassification, facial expressions, expressions 
recognition.

	

1. INTRODUÇÃO
As expressões faciais são mudanças na face, ocasiona-

-das por contrações de músculos faciais, com duração de 
250ms a 5s, que possibilitam demonstrar os estados emocio-
nais, sendo responsáveis por 55% da comunicação realizada 
entre os seres humanos [1].

Os seres humanos conseguem reconhecer e distinguir 
expressões faciais, mesmo em ambientes com condições 
não favoráveis. Apesar de ser uma tarefa simples para o ser 
humano, o reconhecimento de expressões faciais através de 
sistemas computacionais é uma tarefa desafiadora, devido às 
dificuldades encontradas, que podem ser atribuídas as variá-
veis como a posição facial, iluminação do ambiente e alguns 
aspectos visuais como o uso de barba, cortes de cabelos e 
acessórios como óculos, maquiagem. Portanto, são fatores 
que influenciam no desempenho dos sistemas.

O reconhecimento de expressão facial é uma área que 
vem sendo amplamente explorada por pesquisadores no 
campo da Psicologia, Engenharia da Computação e Neuro-
ciências, devido ao seu grande número de aplicações, como 
por exemplo, na Interação Homem-Computador, que busca 
melhorar e evoluir a relação entre pessoas e computadores 
[2]. O reconhecimento de expressão refere-se a uma modali-
dade que tem como objetivo aumentar a familiaridade de co-
municação com os usuários, fazendo com que estes interajam 
com um sistema computacional como se fosse uma interação 
entre pessoas [3].

Avanços em pesquisas relacionadas com a detecção e re-
conhecimento facial foram algumas das razões que propor-
cionaram estudos voltados para o reconhecimento automá-
tico de expressões faciais. Um trabalho pioneiro nesta área 
foi apresentado por [4].  Muitos autores focam apenas na 
classificação de expressões, como em trabalhos de [5] e [6]. 
O presente trabalho tem o propósito classificar com base nas 
Unidades de Ação (UAs), as seis expressões faciais (raiva, 

surpresa, tristeza, nojo, medo e alegria), consideradas univer-
sais, transculturais e inatas na natureza humana [7].  

A classificação foi efetuada por meio das Redes Bayesia-
nas (RBs) que estão implementadas no Waikato Environment 
for Knowledge Analysis-WEKA, um software livre de minera-
ção de dados, desenvolvido em Java, pelos pesquisadores da 
Universidade de Waikato, na Nova Zelândia [8]. Para compa-
ração com as RBs, foram usadas as Redes Neurais Artificiais 
(RNAs) do tipo Multilayer Perceptron (MLP) disponibilizadas 
pelo WEKA. Usamos estas técnicas devido ao fato de apre-
sentarem altas taxas de acertos na classificação. Na fase de 
treinamento e teste das RBs e do método utilizado para a com-
paração foi usado um conjunto de dados desenvolvido a partir 
da base de dados Extended Cohn-Kanade (CK+) [9].  A prin-
cipal contribuição deste trabalho é basicamente a forma como 
foi feita a classificação de expressões faciais por meio de UAs.

2. FUNDAMENTAÇÃO TEÓRICA
O reconhecimento de expressões faciais tem sido impor-

tante para o avanço na interação homem-computador (IHC). 
Ao longo dos anos, algumas pesquisas a respeito do tema 
foram realizadas com o objetivo de automatizar o processo 
de reconhecimento, considerado um problema interessante e 
desafiador, como os estudos realizados por [10] e [11]. Atu-
almente, a maioria das abordagens desenvolvidas no estado 
da arte visa reconhecer um pequeno conjunto de expressões 
faciais humanas. Portanto, algumas técnicas computacionais 
são capazes de obter, em ambiente controlado, taxa de reco-
nhecimento entre 74% e 98% [12].

O reconhecimento de expressões faciais é alvo de pesqui-
sas desde a época de Charles Darwin, que estudou os estados 
emocionais nos povos isolados encontrando semelhanças nos 
movimentos responsáveis pela inferência de emoções [13].

 Os pesquisadores Ekman e Friesen, em 1981 aprofunda-
ram as ideias de Charles Darwin, e concluíram a existência 
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de expressões faciais básicas universais, que não variam en-
tre os grupos sociais e não precisam ser ensinadas. O con-
junto de expressões produzidas, independemente do contex-
to cultural são: raiva, surpresa, tristeza, nojo, medo alegria, 
exemplificadas na Figura 1.

Fig.1 - As seis expressões faciais básicas. Fonte: [14].

Vale ressaltar que o reconhecimento de expressões faciais 
pode ser uma importante etapa para o reconhecimento de emo-
ções humanas, mas essas metodologias adotam, além das carac-
terísticas faciais extraídas de imagens, as características como 
variações de voz, gestos, direções do olhar e expressões faciais 
para reconhecer estados emocionais. Portanto, há que ser feita 
essa distinção entre as metodologias, conforme mencionam [15].

Na tentativa de padronizar o reconhecimento de expres-
sões faciais, vários sistemas de codificação de ação facial 
foram desenvolvidos.  Dentre esses sistemas, destaca-se na 
comunidade científica o Sistema de Codificação de Ações 
Faciais (do inglês Facial Action Coding System-FACS) [16]. 
Este sistema descreve todos os possíveis movimentos faciais 
produzidos a partir de contrações de músculos faciais (um 
ou mais músculos) em 44 UAs, que representam os menores 
movimentos faciais visualmente discerníveis. Dentre estas 
UAs, 30 são anatomicamente relacionadas com as contrações 
de músculos faciais específicos, enquanto que as restantes 
não possuem ações especificadas [17]. 

As combinações de UAs podem formar uma vasta quanti-
dade de expressões faciais, pois apesar de ser pequena a quan-
tidade de UAs, mais de 7000 combinações foram observadas 
em investigações. A Figura 2 apresenta exemplos de algumas 
UAs, a Tabela 1 mostra algumas combinações possíveis, 
como por exemplo, a expressão alegria obtida pela combina-
ção da UA6 (elevação da bochecha), UA12 (alongamento dos 
cantos da boca) e UA25 (separação entre os lábios).

Nos últimos anos, as UAs têm sido amplamente estu-
dadas por pesquisadores na área de reconhecimento de ex-
pressões faciais pelo fato de apresentar bom desempenho na 
classificação de classes de expressões. Uma tarefa de reco-
nhecimento de expressões faciais consiste basicamente nas 
seguintes etapas: aquisição da face, extração de característi-
cas e classificação de expressões faciais [15].

Fig.2 - Exemplos de UAs. Fonte: [14].
Tab.1 - Expressões faciais com suas respectivas combinações de UAs.

Expressão Facial Combinações de UAs

Alegria UA6+UA12+UA25

Surpresa UA1+UA2+UA5+UA25+UA27

Raiva UA4+UA5+UA15+UA17

Tristeza UA1+UA2+UA4+UA15+UA17

Medo UA1+UA4+UA7+UA20

Nojo UA1+UA4+UA15+UA17

2.1 Aquisição da face

Na etapa de aquisição, o objetivo é localizar a face em 
imagens ou sequências de vídeos, eliminando informações 
desnecessárias. No entanto, inúmeros fatores afetam o de-
sempenho de técnicas de visão computacional responsáveis 
pela detecção facial, como a iluminação, oclusão da face, 
presença de cabelo ou óculos sobre a face, orientação da ima-
gem, entre outros, são exemplos de obstáculos encontrados 
na execução desta tarefa. Um dos métodos mais utilizados no 
meio acadêmico e na indústria, devido ao baixo custo com-
putacional e baixa taxa de falsos positivos, é denominado de 
Viola-Jones [18].

2.2 Extração de características

Esta etapa consiste na extração de informações relevantes 
da face que possam representar diferentes tipos de expressões 
faciais. Se realizada de maneira precisa, a extração possibilita 
a obtenção de bons resultados, .

Muitos trabalhos no estado da arte focam em melhorar esta 
etapa, pois a extração de características é considerada o pon-
to chave para proporcionar boas acurácias. Neste contexto, os 
trabalhos de [11] e [19], apresentam duas metodologias que 
são empregadas na tarefa de extração: as baseadas em geo-
metria e as baseadas em aparência. Em algumas literaturas, 
as abordagens são combinadas a fim de obter uma performan-
ce melhor no reconhecimento de expressões faciais forman-
do uma abordagem híbrida.  De acordo com [19], [20] é um 
exemplo de trabalho que utiliza uma abordagem híbrida para 
o reconhecimento de expressões faciais baseado em caracterís-
ticas para reconhecer UAs individuais e combinações de UAs.

2.3 Classificações de expressões faciais

A última etapa do processo consiste em classificar as cara-
terísticas extraídas da face, com o objetivo de inferir as expres-
sões faciais utilizando técnicas computacionais, tais como: 
RBs [21] e RNAs MLP [22]. De acordo com [19], as aborda-
gens utilizadas no reconhecimento de expressões faciais são 
baseadas em imagens estáticas ou sequências de imagens.

As abordagens baseadas em imagens estáticas utilizam 
como entrada apenas as informações de uma imagem atual, que 
contém ou não uma imagem de referência. Nesta classe encon-
tram-se por exemplos os métodos baseados em RNAs e regras. 
Aquelas baseadas em sequências de imagens consideram as in-
formações temporais das sequências de imagens que represen-
tam expressões faciais para realizar a classificação.

2.3.1 Redes Bayesianas

As RBs são modelos gráficos capazes de representar as 
relações de causalidade entre as variáveis aleatórias de um 
problema. Também chamadas de redes probabilísticas vêm 
sendo utilizadas em problemas que envolvem incertezas, em 
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que conclusões são obtidas à medida que novas informações 
ou evidências a respeito do problema são determinadas, como 
por exemplo, visão [23] e diagnóstico de doenças [24-25].

Uma RB é representada por um grafo dirigido acíclico 
(do inglês Directed Acyclic Graph-DAG), constituído por 
nós e arcos. Os nós são as variáveis aleatórias, que podem 
ser contínuas ou discretas, e os arcos representam as depen-
dências diretas entre as variáveis. Se houver um arco dirigido 
de um  para um nó ,  será denominado pai de . Cada nó   que 
possui como pais , contém uma tabela de probabilidade con-
dicional , que apresenta informação quantitativa da variável 
condicionada a seus pais. Caso  não possua pai, a tabela é 
reduzida para uma probabilidade incondicional ou a priori. 
A estrutura de RBs que adotamos possui dois níveis, onde 
no primeiro nível há somente uma variável relacionada com 
as expressões faciais, e no segundo tem-se cinco variáveis 
que representam as UAs. Um exemplo de estrutura de RB é 
ilustrado na Figura 3. 

Fig. 3 - Exemplo de estrutura de RB, em que as variáveis I, S, 
E, O, R e T representam respectivamente idade, sexo, educação, 

ocupação, residência e transporte. Fonte: [26].

2.5 Redes Neurais Artificiais Multilayer Perceptron

As RNAs são modelos inspirados no sistema nervoso dos 
seres humanos, que buscam simular o funcionamento do cé-
rebro humano. Os modelos são constituídos de neurônios que 
estão dispostos em uma ou mais camadas e conectados por 
meio de sinapses. As RNAs possuem a capacidade de apren-
der e generalizar a partir de informações obtidas no processo 
denominado aprendizagem [22].

Neste trabalho, foram utilizadas as RNAs MLP que apre-
sentam normalmente uma camada de entrada, uma ou mais 
camadas intermediárias ou ocultas e uma camada de saída. 
As camadas estão interligadas através de elos de conexões ou 
sinapses, responsáveis por propagar as informações entre as 
unidades de processamento (neurônios) de forma progressi-
va. A diferença em relação aos perceptrons de camada única 
está na presença de camadas intermediárias, que desempe-

nham um papel importante na detecção de características 
relevantes de padrões usados no treinamento. A arquitetura 
de RNA que utilizamos contém na camada de entrada uma 
quantidade de neurônios igual ao tamanho dos vetores de en-
trada e a camada de saída possui tamanho equivalente ao núme-
ro de expressões faciais de interesse do estudo. Por outro lado, o 
número de neurônios na camada interna foi escolhido arbitraria-
mente e refinado por meio de testes. A Figura 4 ilustra um grafo 
estrutural de uma RNA MLP totalmente conectada.

  
Fig. 4 - Exemplo de RNA MLP constituída de uma camada    de 

entrada, duas camadas ocultas e uma camada de saída. Fonte: [22].

No presente trabalho, o algoritmo de aprendizagem su-
pervisionada empregado no treinamento das redes MLP é o 
backpropagation proposto por [27]. Este algoritmo consiste 
de etapas importantes na redução da taxa de erro oriunda da 
diferença entre a resposta real e a resposta conhecida. As eta-
pas são denominadas de propagação e retropropagação. 

Na propagação, um sinal de entrada é processado por 
cada uma das camadas, resultando ao final do processa-
mento uma resposta de saída sendo que neste processo os 
pesos sinápticos permanecem inalterados enquanto que, na 
retropropagação, os pesos são ajustados a fim de minimizar 
o erro produzido pela subtração da resposta encontrada no 
processamento com a resposta desejada. O erro é propagado 
no sentido inverso da direção dos elos de conexões.

3. RESULTADOS
Os testes computacionais foram realizados no ambiente 

do WEKA utilizando as técnicas de classificação RBs e as 
RNAs do tipo MLP com os parâmetros mantidos nos valo-
-res  padrão do software. Nos experimentos usamos os clas-
sificadores com a metodologia de validação cruzada com 10 
folds apresentada em [28]. Para comparação de desempenho 
utilizamos também as técnicas com a validação cruzada com 
6 folds, as quais foram aplicadas sobre uma base de dados 
composta de 156 instâncias. A Tabela 2 mostra quantidade 
de instâncias referente a cada uma das expressões faciais 
analisadas neste trabalho.

Os experimentos computacionais foram executados em 
um computador constituído por um processador Inter(R) 
Core (TM)i5-2410M, 2.3GHz e 4GB de memória RAM. Os 
resultados experimentais encontrados nos testes serão des-
critos a seguir.
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Tab. 2 - Quantidade de expressões faciais analisadas.
Expressões Faciais Total

Alegria 52

Tristeza 17

Raiva 10

Surpresa 43

Nojo 26

Medo 8

- 156

3.1 Classificação usando Redes Bayesianas com a va-
lidação com 6 folds. 

Para avaliar o desempenho das RBs, foi utilizada inicial-
mente a técnica de validação cruzada com 6 folds, que sepa-
rou o conjunto de dados em 6 grupos. Um grupo foi usado 
como dados de teste e os 5 grupos restantes foram utilizados 
como dados de treinamento da abordagem.

Os resultados obtidos são apresentados na Tabela 3, que 
exibe uma matriz de confusão obtida a partir da avaliação 
da técnica utilizando a validação cruzada com 6 folds. Esta 
matriz mostra a quantidade de instâncias classificadas corre-
tamente para cada uma das seis expressões faciais.

Tab.3- Matriz de confusão obtida pelas RBs com a validação 
cruzada com 6 folds.

Alegria Tristeza Raiva Surpresa Nojo Medo

50 0 0 0 0 2

0 15 0 0 0 2

0 1 7 0 2 0

0 0 0 43 0 0

1 1 1 0 23 0

1 0 1 3 2 1

Verifica-se na Tabela 3, que foram inferidas corretamente 
50 instâncias relacionadas com a expressão alegria. Para as 
expressões tristeza e raiva, a técnica classificou corretamente 
15 e 7 instâncias, respectivamente.

A técnica apresentou uma boa performance no diz respei-
to à classificação da  expressão surpresa, pois  identificou de 
forma precisa todas as 43 instâncias. Para nojo foram classi-
ficadas corretamente 23 instâncias e, por fim, apenas 1 ins-
tância foi inferida de forma correta, com a expressão medo. 
Portanto, foram classificadas corretamente 139 instâncias, 
resultando em uma taxa de reconhecimento de 89.10%.

3.2 Classificação usando Redes Bayesianas com a valida-
ção com 10 folds

Neste caso, a performance da técnica foi analisada atra-
vés da validação cruzada com 10 folds.  A Tabela 4 mostra 
os resultados obtidos utilizando um conjunto de dados para o 
teste e os 9 conjuntos restantes para o treinamento.

Tab.4 - Matriz de confusão obtida pelas RBs com a validação com 
10 folds.

Alegria Tristeza Raiva Surpresa Nojo Medo

50 0 0 0 0 2

0 16 0 0 0 1

0 0 8 0 2 0

0 0 0 43 0 0

2 0 1 0 23 0

1 0 0 3 2 2

Observa-se na Tabela 4, que o algoritmo classificou correta-
mente 43 instâncias relacionadas com a expressão surpresa. Por-
tanto, o percentual de acerto foi de 100%.  No entanto, a técnica 
não obteve bom desempenho a respeito da expressão medo, pois 
identificou corretamente apenas 2 instâncias, apresentando uma 
taxa de acerto igual a 25%.  Neste caso, foram identificadas de 
forma precisa 142 instâncias, o que significa que o classificador 
obteve uma taxa de acerto de 91.02%.

3.3 Classificação usando Redes Neurais Multilayer 
Perceptron com a validação com 6 folds.

Para comparar com os resultados obtidos a partir das 
RBs, foram efetuados experimentos utilizando as RNAs do 
tipo MLP, constituídas por 5 neurônios na camada de entrada 
que representam a dimensão dos vetores de entrada gerados 
pela combinação de UAs, 5 neurônios na camada oculta e 6 
neurônios na camada de saída que correspondem ao número 
de expressões faciais. A Tabela 5 apresenta os resultados en-
contrados através da avaliação das RNAs por meio da técnica 
de validação cruzada com 6 folds.

Tab. 5 - Matriz de confusão obtida pelas RNAs com a validação 
cruzada com 6 folds.

Alegria Tristeza Raiva Surpresa Nojo Medo

45 3 2 0 2 0

3 10 1 3 0 0

1 0 5 0 2 2

0 0 0 43 0 0

4 0 1 0 20 1

0 4 1 1 2 0

Pode-se ver na Tabela 5 que o classificador obteve 
a melhor performance em relação à expressão surpre-
sa, pois classificou corretamente todas as 43 instâncias 
atingindo uma taxa de acerto de 100% para esta classe. 
Diversamente, para a expressão medo o percentual de 
acerto foi de 0%. 

A partir da classificação dos dados utilizando as RNAs, 
com o método de validação cruzada com 6 folds, foram 
inferidas 123 instâncias de forma precisa e 33 instâncias 
foram classificadas incorretamente. O classificador atin-
giu uma taxa de desempenho igual a 78.84%.

3.4 Classificação usando Redes Neurais Multilayer 
Perceptron com a validação com 10 folds

Neste teste foi usada a técnica de validação cruzada 
com 10 folds para avaliar o desempenho das RNAs. Na 
Tabela 6 são apresentados os resultados obtidos no ex-
perimento computacional. Observa-se nesta tabela, que 
as RNAS classificaram corretamente 43 instâncias rela-
cionadas com a expressão surpresa enquanto que para a 
expressão medo foi inferida apenas 1 instância, porém 3 
instâncias foram confundidas como surpresa. Portanto, o 
percentual de acerto para a surpresa foi de 100%, e para 
medo foi de 12.5%. As redes apresentaram uma taxa de re-
conhecimento de 80.76%, pois classificaram corretamente 
126 instâncias e 30 instâncias foram identificadas como 
falsos positivos.
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Tab.6 - Matriz de confusão obtida pelas RNAs com a técnica de 
validação cruzada com 10 folds.

Alegria Tristeza Raiva Surpresa Nojo Medo

48 0 2 0 1 1

5 9 1 2 0 0

2 0 5 1 1 1

0 0 0 43 0 0

4 1 1 0 20 0

1 0 1 3 2 1

3.4 Desempenho geral das Abordagens 

Pode-se observar, na Tabela 7, as taxas de acertos que as 
técnicas obtiveram nos testes computacionais. A melhor taxa 
de acerto foi apresentada pelas as RBs, que obtiveram uma 
taxa de reconhecimento de 91.02%, utilizando a metodologia 
de validação cruzada com 10 folds, e a pior foi obtida através 
das RNAs com taxa de reconhecimento de 78.84% , com a 
técnica de validação com 6 folds. 

Verifica-se, na Tabela 7, que tanto as RBs quanto as RNAs 
apresentaram as melhores taxas de acertos com o método de va-
lidação cruzada com 10 folds. Os resultados obtidos nos testes 
mostram que as RBs foram mais eficientes do que as RNAs.

Tab.7 - Taxas de acertos das abordagens.
Técnicas 6 folds 10 folds

RBs 89.10% 91.02%

RNAs MLP 78.84% 80.76%

4. CONCLUSÃO
Este trabalho teve como objetivo a classificação das seis 

expressões faciais básicas (raiva, surpresa, tristeza, nojo, medo 
e alegria) em função das UAs. Para alcançar este objetivo, 
foram utilizadas as RBs, que são modelos probabilísticos ca-
pazes de representar as relações de dependência entre as va-
riáveis aleatórias. Também foram utilizadas as RNAs MLP, 
assim como o método de validação cruzada  fold.  Nos testes 
efetuados, as RBs com a técnica de validação com 6 e 10 fol-
ds obtiveram os melhores resultados, com taxas de acertos de 
89.10% e 91.02%, respectivamente.

Os classificadores utilizados apresentaram percentuais de 
acertos de 100% para a expressão surpresa enquanto que, para 
a expressão medo, as RNAs com o método de validação com 6 
folds obtiveram o pior resultado com taxa de 0%. Para a mes-
ma expressão, as RBs com a metodologia estatística usada nas 
RNAs alcançaram uma taxa de 12.5%. No entanto, a expres-
são medo obteve a menor taxa de acerto comparada as demais 
expressões classificadas nos testes.  Esta questão se deve ao 
fato da expressão medo ser confundida nos experimentos com 
as outras expressões, principalmente com a expressão surpre-
sa. [29] afirma que as expressões alegria e surpresa são as mais 
facilmente identificadas enquanto que medo é considerado a 
expressão mais difícil de ser identificada, como foi possível 
observar neste trabalho. 

As RBs obtiveram, no geral, uma média de acertos de 
90.06%, enquanto que as RNAs apresentaram uma taxa média 
de 79.80%. Portanto, o desempenho das RBs foi superior ao 
das RNAs.  Concluímos, a partir dos resultados, que as RBs 
podem ser usadas para inferir expressões faciais em sistemas 
computacionais. 
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RESUMO: Recentemente, em consequência dos esforços de 
mitigação aos ataques DoS (Negação de Serviço) tradicionais, 
os ataques Slow DoS surgem como ameaça à garantia da 
disponibilização de serviços na Web. Esses ataques são 
considerados preocupantes devido a furtividade do seu modo de 
operação, que lentamente e sem alarde, desabilitam a vítima. 
Esse trabalho apresenta o estado da arte sobre o assunto e 
algumas estratégias relacionadas à detecção. Com base nestas 
estratégias, propôs-se as métricas F.O.R. (Flags, Omnia e 
RTTR), que implementadas em uma ferramenta para data mining, 
evidenciam a ocorrência de anomalias relacionadas aos ataques 
Slow DoS. Segundo a metodologia proposta e sob as condições da 
desigualdade Tchebycheff, discute-se os resultados da detecção. 
Isto, mediante a análise de um dataset que representa o ambiente 
de rede real, que mescla tráfego de fundo ao tráfego de ataque.

PALAVRAS-CHAVE: Slow DoS. Desigualdade Tchebycheff.

ABSTRACT: Recently, as a result of mitigation efforts of traditional 
DoS attacks, Slow DoS attacks have appeared as a threat to the 
availability of Web services. These attacks are concerning because 
of the stealthiness of their operation, which slowly and without 
flaunt, disable the victim. This work discusses the state of the 
art on the subject and introduces strategies related to detection. 
Based on these strategies, the article proposes the F.O.R. metrics, 
which implemented in a data mining tool evidence the occurrence 
of anomalies characteristic of Slow DoS attacks. The results of the 
detection, using the proposed methodology and the Tchebycheff 
inequality, are discussed. The results are obtained by analyzing a 
dataset that represents an actual network environment, which was 
merged background traffic to attack traffic.

KEYWORDS: Slow DoS. Tchebycheff Inequality..

	

1. Introdução
Os ataques de negação de serviço são preocupantes, por-

que impedem que usuários legítimos acessem os serviços 
disponibilizados na Internet. Esses ataques evidenciam a fra-
gilidade dos servidores, o que favorece o sucesso de ativida-
des maliciosas. Em decorrência dos esforços para mitigação 
dos ataques à camada de transporte, algoritmos de detecção 
tais como os baseados em ASV (Adaptative Selection Verifi-
cation) [1], para ataques distribuídos de negação de serviço 
(DDoS), demonstraram resultados positivos, e por isso, a 
motivação dos atacantes direcionou-os a outras camadas da 
arquitetura de redes. Assim, os atacantes que, anteriormente, 
visavam à camada de rede ou transporte, voltaram sua aten-
ção à camada de aplicação.

No quarto trimestre de 2017, o Brasil ocupou o segundo 
lugar no ranking dos países destinos de ataques a aplicações 
Web [2], conforme Tabela 1, que apresenta o quantitativo de 
ataques por país.

Alguns ataques às aplicações Web, tais como HTTP Flood 
e DNS Flood, são volumétricos e visam saturar ou exaurir os 
serviços do alvo, como por exemplo, os servidores HTTP.

Além dos ataques de negação de serviço volumétricos ou 
tradicionais à camada de aplicação, existem também os ata-
ques lentos e de baixa taxa com relação ao número de cone-
xões HTTP, como por exemplo, o ataque Slow DoS.

Os ataques não volumétricos não são menos preocupan-
tes que os ataques de negação de serviço tradicionais, pois 
conseguem também desabilitar a vítima.

A sofisticação dos atacantes contra os esforços de miti-
gação, configuram o cenário para mais uma das batalhas da 
guerra cibernética.

Este artigo propõe métricas a partir de estratégias para a 
detecção dos ataques Slow DoS. Em função das característi-
cas dos ataques lentos de negação de serviço, as métricas têm 
por objetivo a detecção das anomalias relacionadas a deixar 
estes ataques.

Tabela 1: Países Alvos de Ataques

Posição País Nº de Ataques

1 E.U.A. 238.643.360

2 Brasil 21.900.411

3 Reino Unido 19.385.710

4 Canadá 17.459.934

5 Alemanha 13.432.389

Fonte: Com base no Relatório da Akamai Technologies [2], Rela-
tório para o 4º Trimestre de 2017.

Na seção 2 desse artigo, descreve-se alguns conceitos 
básicos relacionados aos ataques de negação de serviço e o 
estado da arte dos ataques Slow DoS que são o foco deste tra-
balho. Esses conceitos serão necessários para entendimento 
da seção 3, que tratará dos atributos do tráfego de rede im-
portantes na proposição das métricas de detecção de ataques 
Slow DoS. Na seção 4, apresenta-se a metodologia emprega-
da para a detecção. E, na seção 5, a conclusão do trabalho.

2. Ataques de Negação de Serviço
A motivação dos atacantes varia muito em função da 

experiência, ideologia ou intenções. Independentemente 
do motivo, eles exploram vulnerabilidades nos sistemas ou 
equipamentos das vítimas para então, executar o ataque.

Algumas taxonomias [3,4] contextualizam os critérios 
para classificação dos ataques e dos mecanismos de defesa. 
Em função da quantidade de máquinas empregadas na ação, 
classifica-se o ataque em DDoS, quando várias máquinas são 
empregadas e DoS quando apenas uma máquina é emprega-
da [5].
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2.1 Ataques Distribuídos de Negação de Serviço

A negação de serviço, ou DoS, é uma técnica pela qual 
um atacante utiliza um computador para tirar de operação um 
serviço, um computador ou uma rede conectada à Internet 
[6].

O Ataque Distribuído de Negação de Serviço (DDoS) 
ocorre quando utilizado de forma coordenada e distribuída, 
ou seja, quando um conjunto de computadores é utilizado no 
ataque [6].

Existem duas categorias de ataques. Na primeira, o ata-
cante lança o ataque mediante a exploração de vulnerabilida-
des, sendo, portanto, classificado como ataque de exploração 
de vulnerabilidades, utilizando exploits que são mensagens 
que exploram brechas de segurança nos sistemas das vítimas 
desguarnecidas. Assim, sistemas que não são atualizados fre-
quentemente ou máquinas desprovidas de sistemas de prote-
ção como firewalls, têm alta chance de serem cooptadas para 
empreender um ataque. A segunda categoria ocorre mediante 
grande volume de ataques (inundação), comumente chamada 
de ataque distribuído de negação de serviço (DDoS). Nessa 
forma, observa-se o envio brutal de mensagens, aparente-
mente legítimas, a um sistema alvo e que consomem recursos 
importantes da vítima, tais como memória, CPU e largura de 
banda do equipamento alvo [3]. Assim, o objetivo do ataque 
é atingido através do envio de grandes volumes de pacotes, 
que ocupam uma proporção significativa de largura de banda 
disponível, consumindo este recurso considerado crítico num 
serviço de rede [7].

2.1.1 Ataques de Negação de Serviço do Tipo Slow 
DoS

Dentre as diversas modalidades de negação de serviço, 
observa-se que a maioria explora as características dos proto-
colos no nível da camada de transporte tais como UDP, TCP 
e ICMP [8]. Mas, com os recentes esforços à mitigação dos 
ataques DDoS tradicionais, os atacantes concentram-se na 
realização de ataques à camada de aplicação. 

O Slow DoS não se enquadra na categoria ataque DDoS 
tradicional, ou seja, ataque volumétrico, porque estes ataques 
beneficiam-se de vulnerabilidades na segurança, comandan-
do várias máquinas infectadas, normalmente mal-intencio-
nadas. Nestas máquinas, encontram-se instaladas aplicações 
maliciosas, as bots, que são comandadas a enviarem uma 
grande quantidade de tráfego de ataque [9]. O ataque Slow 
DoS é um ataque DDoS não tradicional, que faz juz ao termo 
DDoS, principalmente, porque realiza a abertura de inúmeras 
conexões para concretizar a negação do serviço de maneira 
furtiva. É um ataque que, diferentemente dos ataques DDoS 
tradicionais, atua sob o radar de detecção.

Face a diversidade dos tipos de técnicas de ataques de 
negação de serviço, surgiram diferentes nomenclaturas para 
os ataques Slow DoS. Para melhor entendimento dos proces-
sos de análise de tráfego de rede, serão apresentadas algumas 
definições importantes.

As duas vertentes mais conhecidas desse tipo de ataque 
são os de alto volume de requisições, semelhantes aos ata-
ques DDoS tradicionais (High Volume ou Flood) e o baixo 
volume de requisições (Low Volume) com tráfego malicioso 
enviado à vítima em pequenas porções. Os ataques de baixa 
taxa classificam-se nas seguintes modalidades: Ataques Low 
Rate, Slow DoS e One Shot [10].

A maneira pela qual o cliente malicioso atua, ocorre ba-

sicamente em três variações: ataques de cabeçalho (Slowlo-
ris ou Slow Headers), ataques de conteúdo (Slow Body ou 
R.U.D.Y.), sendo esses também conhecidos como ataques 
Slow Send e o ataque Slow Read [10].

Segundo [10], o Slow Send é um ataque com foco no ca-
beçalho ou corpo da requisição (às vezes chamadas como 
ataques lentos de cabeçalhos ou ataques lentos de conteúdo 
(body)). O ataque lento de cabeçalho pode ser executado com 
uma variação popular implementada pela ferramenta Slowlo-
ris [11] que oferece solicitações HTTP parciais (apenas com 
métodos GET ou POST) enviadas em intervalos regulares 
para manter a conexão; e com uma implementação mais 
geral que permite o uso de vários métodos que podem ser 
encontrados em Slowhttptest [12]. O ataque lento de conteú-
do começa com um cabeçalho de mensagem HTTP legítimo 
e, em seguida, continua enviando uma carga HTTP GET ou 
POST a um ritmo lento (por exemplo, 1byte/1 min) [13, 14].

Com o Slow Read, o atacante envia as mensagens de re-
quisição legítimas e lê as respostas do servidor lentamente. 
Segundo [15], o ataque explora o controle de fluxo do TCP, 
ou seja, o atacante envia um pedido legítimo após o 3-way 
handshake e, depois o atacante anuncia o tamanho da jane-
la menor que o de costume, fazendo reduzir a operação de 
resposta HTTP. Assim, o servidor envia dados lentamente 
para o cliente, mantendo seus sockets abertos. A fim de veri-
ficar seu tamanho de janela de recepção o servidor continua 
investigando o cliente, enquanto o cliente sempre o adverte 
sobre o pequeno tamanho de janela, diminuindo assim a taxa 
de transferência. Quanto maior o tamanho do arquivo, mais 
tempo levará para concluir essas conexões.

2.3 Estado da Arte da Detecção dos Ataques Slow 
DoS

Com a evolução das novas ferramentas de ataque DDoS, 
novos mecanismos de defesa têm sido propostos. Para que a 
arquitetura de defesa seja eficiente, o mecanismo de defesa 
deverá atuar em função do local onde o atacante executa o 
seu ataque [4], ou seja, onde o ataque ocorrer o mecanismo 
de defesa deverá atuar.

Segundo [16] os métodos de detecção de anomalia clas-
sificam-se em: machine learning, Data Mining, Inteligência 
Artificial, métodos estatísticos e baseados em classificado-
res. A principal vantagem desses métodos é o aprendizado do 
comportamento esperado mediante observações sem conhe-
cimento prévio das atividades normais do sistema alvo [5], 
como por exemplo demanda de serviço entre outras.

Na literatura, os trabalhos sobre SDN (Software-Defined 
Networking) mostram-se promissores mediante um conceito 
de gerenciamento de rede, que pode oferecer defesa eficaz 
contra ataques DDoS [17]. Segundo [18], é possível utilizar 
o mecanismo de defesa SDN contra ataques volumétricos à 
camada de aplicação, porque ataques de inundação, como 
o HTTP POST, têm o mesmo impacto nos servidores. Este 
autor ressalta o uso da arquitetura SDN somente para os ata-
ques por inundação.

Alguns trabalhos não tratam dos ataques Slow DoS com 
maior amplitude tratando apenas determinados tipos desse 
ataque [14, 17, 19]. Nesse sentido, o presente trabalho desti-
na-se à detecção das anomalias referentes a todos os tipos de 
ataques Slow DoS: ataques de cabeçalho, ataques de conteú-
do e ataques Slow Read. Em [17], é proposto o SDN-Assisted 
Slow HTTP DDoS Attack Defense Method para detectar ape-
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nas os ataques Slowloris e Slow HTTP POST. Neste método, 
o servidor solicita ao controlador SDN, a verificação do trá-
fego suspeito. Como por exemplo, quando um servidor Web 
recebe uma requisição HTTP incompleta em uma situação 
onde o número de conexões abertas no servidor Web excede 
o limiar pré-determinado de conexões concorrentes sendo 
processadas, o tráfego é considerado tráfego de ataque [17]. 
Foi utilizado o simulador NS-3.

Outra abordagem que avaliou a detecção para apenas um 
tipo de ataque Slow DoS foi proposta por [14], que utilizou 
aprendizado de máquina para a determinação das features ou 
atributos mais importantes para a detecção do ataque de con-
teúdo denominado R.U.D.Y. (“aRe yoU Dead Yet?”), sendo 
este o nome dado à implementação do ataque. Foi utilizado 
um comitê de 10 métodos para selecionar as features mais 
importantes para a classe rotulada, dentre eles, a estatística 
Kolmogorov-Smirnov, Curva ROC, Qui-Quadrado, ganho 
de informação entre outras. As features selecionadas (sete fe-
atures) foram submetidas a três classificadores (KNN, C4.5N 
e C4.5D) e um outro conjunto de dados com o tamanho de 
features original também foi submetido ao mesmo grupo de 
classificadores. Não houve diferença significativa na aplica-
ção dos métodos para redução de dimensionalidade. O data-
set utilizado foi o produzido por [20] denominado SANTA 
dataset. Este trabalho demonstrou a preocupação na seleção 
das features mais importantes a serem utilizadas por um clas-
sificador. [21] propôs limiares para o número de conexões 
por IP com base no número de conexões. E, [19] desenvolveu 
um sistema detector de ataques DDoS contra servidores uti-
lizando um classificador Bayesiano.

Recentemente surgiram mais trabalhos com foco na nu-
vem [5, 18]. Segundo [22], a tecnologia SDN trouxe novas 
perspectivas para a mitigação de ataques DDoS na nuvem.

3. Métricas para a detecção Slow DoS
A principal particularidade dos ataques lentos à camada 

de aplicação é a furtividade. Por exemplo, o ataque Slowloris 
caracteriza-se por picos de tráfego em intervalos regulares 
[23]. Tais picos de tráfego podem passar despercebidos, pois 
assemelham-se ao tráfego normal. Esta peculiaridade, poten-
cializa o ataque, fazendo-o muito difícil de ser detectado se 
comparado a um ataque tradicional de inundação, onde os 
picos de tráfego são percebidos significativamente.

Independentemente da quantidade de máquinas necessá-
rias para empreender um ataque, [10] afirma que apenas uma 
máquina não surte o efeito desejado para o ataque Slow Send.

Dentre as diversas técnicas para a mitigação de ataques 
lentos à camada de aplicação pode-se destacar: limitação de 
conexões que um servidor pode manipular ou uma limitação 
de várias conexões simultâneas que um cliente pode ter ao 
mesmo tempo [24].

Uma grande quantidade de endereços IP envolvidos em 
um ataque não é a principal característica dos Slow DoS, di-
ferentemente do que acontece durante os ataques por inun-
dação. Sites de consultas ou notícias podem experimentar 
esse fenômeno, como por exemplo, em função de divulgação 
conteúdo ruidoso por parte dos provedores.

Nos ataques Slow DoS, é difícil prever os pontos no tem-
po em que ocorrerão picos de uma demanda imprevisível, 
que surge aleatoriamente em certos momentos e consome 
toda a capacidade do sistema [25].

Por isso, é importante que o sistema de detecção possa 

estabelecer ou buscar outros padrões característicos de ano-
malias com base em analogias históricas, para oferecimento 
de avaliações mais acuradas do tráfego de rede.

Tratando-se especificamente dos ataques lentos ao proto-
colo HTTP 1.1, pode-se observar características, ou padrões 
bem definidos, nos traces maliciosos [10], conforme lista a 
seguir:

1.	 Súbito aumento no número de conexões.
2.	 Cabeçalhos das requisições HTTP incompletos.
3.	 Manipulação do Corpo ou conteúdo das requisições 

HTTP.
4.	 Leitura extremamente lenta das respostas do servidor 

atacado.
As métricas propostas neste artigo buscam detectar tais 

características mediante análise do comportamento dos atri-
butos do tráfego de rede.

3.1 Flags

No estabelecimento das conexões, durante o 3-way han-
dshake do protocolo TCP, estão envolvidos os atributos das 
Flags que orientam o estágio das conexões, dentre elas, as 
flags SYN e ACK, onde o servidor denota estar em contato 
com o cliente durante o estabelecimento da conexão e as fla-
gs FIN e ACK ao final da conexão.

Refletindo sobre a primeira questão da lista das principais 
características de ataques lentos, no início desta seção, a mé-
trica Flags foi projetada para investigar ocorrências das flags 
SYN e ACK e das flags FIN e ACK das conexões HTTP 1.1, 
presentes durante um período de tempo.

Embora tenham sido introduzidos novos recursos ao pro-
tocolo HTTP 2.0, tais como mecanismo de controle de fluxo 
e algoritmo de compactação de cabeçalho, para mitigação 
dos transtornos do HTTP 1.1, segundo [26], tais recursos 
também podem ser explorados por atacantes para empreen-
der um ataque DDoS.

O protocolo HTTP 1.1 da camada de aplicação utiliza o 
TCP como protocolo da camada de transporte para transmis-
sões confiáveis. No entanto, segundo [27] o protocolo HTTP 
2.0, apresentou mais deficiências do que seu predecessor no 
que tange aos ataques Slow DoS.

O escopo desse trabalho está relacionado ao protocolo 
HTTP 1.1 e aos ataques DDoS com baixo volume de requi-
sições Slow DoS.

A estratégia de detecção para desenvolvimento da métri-
ca Flags foi a seguinte:

- Se no período considerado, observa-se o súbito aumento 
de flags SYN e ACK, pode-se, no mínimo, considerar um 
comportamento anormal. A anormalidade pode ser confirma-
da caso haja, também, a ausência das flags FIN e ACK no pe-
ríodo considerado dado que existem mais conexões abertas 
que fechadas. Para verificar esse tipo de anomalia, estabele-
ceu-se a métrica Flags para auxiliar a análise do comporta-
mento da rede, no que tange ao súbito aumento do número 
de conexões por período de tempo, conforme a Equação 1.

	    (1)

A Equação 1 consiste na diferença entre o somatório das 
ocorrências das flags SYN ACK e FIN ACK por janela de 
tempo. Onde i representa o instante t (pacote) por janela de 
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tempo.
Para confirmação da condição de anormalidade, calcula-

-se a média e respectivos desvios padrão das janelas de tem-
po mais recentes, para a variável Flags, conforme Equações 
2 e 3.

		  (2)

	 (3)

Para a detecção de anomalia, duas condições deverão 
ser satisfeitas. A primeira, compara a dispersão da variável 
Sum_SYNACK dada pela Equação 4.

	 (4)

A segunda compara o valor da diferença das flags da jane-
la atual com relação às janelas mais recentes.

Na estatística, em análise de séries temporais, os modelos 
atribuem peso maior aos dados mais recentes. Então, para a 
confirmação do estado anormal, ambas as condições citadas 
deverão atender ao intervalo de confiança estimado pela de-
sigualdade Tchebycheff.

O poder da métrica Flags concentra-se na investigação 
das anomalias comuns aos ataques Slow DoS: Slow Headers, 
Slowloris, Slowbody, R.U.D.Y. e Slow Read.

Fig 1 - Gráfico da distribuição dos valores das métricas Flags por 
janela de tempo de 30 segundos. Fonte: com base nos dados da 

Akamai [2].

Pode-se observar na Figura 1, que as métricas Flags de-
tectam o ataque ocorrido na janela 108, pois os valores das 
mesmas, com relação ao histórico do tráfego, encontram-se 
fora do limite considerado pela desigualdade Tchebycheff.

3.2 Omnia

Segundo [24], a avaliação da capacidade de resposta do 
servidor é representada pela percentagem de requisições de 
clientes HTTP deixadas incompletas durante determinado 
período. Foram comparadas as taxas de responsividade entre 
diversos servidores Web a fim de medir a resiliência de cada 
um dos servidores aos ataques Low Rate, Slow Send e Slow 
Read.

A métrica Omnia avalia a quantidade de requisições efe-
tivamente incompletas. Defini-se por requisição incompleta, 

as requisições HTTP que não apresentam o CRLF (Carriage 
Return Line Feed) ao final do cabeçalho das requisições com 
o método GET.

Como estratégia de detecção, para a definição da métrica 
Omnia, considerou-se que uma requisição gerada com um 
formulário não utiliza necessariamente o método POST [24]. 
Ao contrário, formulários HTML costumam empregar o mé-
todo GET e incluem os dados informados (nos campos do 
formulário) no endereço requisitado. Neste caso, é possível 
observar os parâmetros próprios desse tipo de solicitação, 
tais como “?” e “\&”. Não foram encontrados esses parâme-
tros nas solicitações com o método GET, fato que poderia 
configurar um ataque da categoria Slow Body.

A métrica Omnia destina-se à investigação dos ataques 
com essa característica, tais como o Slow Headers e Slow 
Body, de acordo com a literatura atual. Esta métrica oferece 
o cálculo da taxa de requisições incompletas por janela de 
tempo sendo representa pela Equação 5.

	  	 (5)	
	

Onde i é o i-ésimo pacote de dados, é o tempo inicial do 
intervalo t, tf é o tempo final do intervalo t,  é definida por 
requisição incompleta do i-ésimo pacote e t é o intervalo da 
janela de tempo estática.

3.3 RTTR

O RTT (Round Trip Time) é o tempo decorrido entre o 
envio de um pacote e o recebimento do respectivo reconhe-
cimento [28]. Os atrasos percebidos por este atributo da ca-
mada de transporte (RTT) podem ser causados pelo envio 
dos cabeçalhos das requisições HTTP incompletos ao servi-
dor e pela manipulação do conteúdo dos atributos do tráfego 
de rede, tais como: janela de recepção, content-length, entre 
outros, durante o envio dessas mensagens ao servidor e vice-
-versa. Pode-se exemplificar tal estratégia de detecção da se-
guinte forma:

- Se um atacante envia diversos pacotes incompletos, o 
servidor irá respondê-lo, porque este entende que a conexão 
pode estar lenta. Neste caso, o cliente mal-intencionado de-
morará mais tempo que o normal para enviar o reconheci-
mento (ACK) às mensagens do servidor, pois o atacante real-
mente deseja manter a atenção do servidor pelo maior tempo 
possível fazendo-o consumir recursos importantes, como a 
memória.

Em outra situação, caso a janela de recepção seja mani-
pulada, o servidor, por não ter um limite para a duração das 
conexões com o cliente, enviará o solicitado em pacotes de 
tamanho mínimo. Assim, as mensagens de resposta terão ta-
manho extremamente reduzido e com isso o cliente ilegítimo 
vai conseguindo manter a atenção do servidor, pois demo-
ra a dar o reconhecimento de tudo o que foi enviado pelo 
servidor. A concretização do RTT lento ocorrerá no servidor. 
Assim, as mensagens de resposta terão tamanho extrema-
mente reduzido e, dessa forma, o objetivo do atacante, que é 
a manutenção da conexão com o servidor pelo maior período 
possível, é atingido.

Portanto, a métrica RTTR (RTT Real) buscará por esses 
tipos de anormalidade. Para averiguação dos comportamen-
tos do RTT fora do padrão, assume-se que o servidor será a 
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fonte e o cliente o destino, pois o valor RTT se concretizará 
no servidor.

A métrica RTTR foi projetada em função do RTT Real e 
não o valor de RTT suavizado, que é utilizado para geren-
ciamento da temporização de transmissão. Para evitar que 
o remetente sature o buffer do destinatário rapidamente, o 
protocolo TCP utiliza o controle de fluxo, fazendo com que o 
remetente mantenha a variável janela de recepção sob qual-
quer suspeita [28].

Calcula-se a métrica RTTR pelo somatório dos valores de 
RTT por janela de tempo de acordo com Equação 6.

				    (6)

O poder da métrica RTTR concentra-se na investigação 
das características dos ataques Slow DoS (Slow Headers, Slo-
wloris, Slowbody e Slow Read).

4. Metodologia para Sistema de Detecção
Os sistemas de detecção baseiam-se na assinatura dos 

ataques ou buscam padrões de comportamentos anômalos no 
tráfego de rede, principalmente, para realimentar os métodos 
empregados na mitigação dos problemas ocasionados pelos 
ataques à rede.

Outra classificação importante em um sistema de detec-
ção é o local onde o sistema deverá atuar: se próximo à fonte, 
próximo à vítima ou em roteadores intermediários. Segun-
do a taxonomia proposta por [5], o tráfego é mais disperso 
próximo à fonte e, portanto, torna-se muito difícil encontrar 
pacotes maliciosos, pois parecem pacotes inofensivos.

A metodologia proposta por [29] detecta anomalias cau-
sadas pelos ataques Slow DoS, com base nas métricas con-
cebidas no presente trabalho, derivadas das estratégias de 
detecção descritas na seção anterior. O mecanismo desse sis-
tema baseia-se na detecção de anomalias com base no com-
portamento dos atributos de rede e o local onde o mecanismo 
atua é próximo à vítima.

Os ataques Slow DoS aproveitam-se da leniência de al-
guns servidores Web [30, 31] com relação aos atrasos na rede 
de computadores. Por este motivo, a detecção deve atentar 
para as mudanças de comportamento na rede.

Utiliza-se a metodologia de detecção de ataques Slow 
DoS [29], conforme Figura 2. Essas métricas fornecerão o 
cálculo dos atributos de rede necessários para o previsor Mé-
dia Móvel Simples (MMS) realizar a previsão do instante se-
guinte, com base na avaliação do histórico de rede. Foi utili-
zado o período de 30 janelas de tempo para o previsor MMS.

A metodologia tem início com o recebimento do tráfego 
de rede, que sofrerá um processo de estimação das janelas de 
tempo. Este processo consiste em dividir o atributo do tráfego, 
time, em intervalos fixos, ou seja, as janelas de tempo estáticas 
de 30 segundos. Em seguida os pacotes de uma determinada ja-
nela são encaminhados à fase de processamento pelas métricas. 
Adotou-se a janela de tempo de 30 segundos, com base em ex-
perimentos realizados em outros trabalhos de detecção [10,21].

As métricas compõem um comitê de votação com peso 
uniforme e processam seus resultados com execução paralela. 
Assim, todas as métricas participam do processo de verifica-
ção de anomalia e fornecem o seu resultado ao decisor, após o 
processo de classificação, onde ocorrerá a rotulação do tráfego 

em normal ou anormal, segundo a desigualdade Tchebycheff.
Assim, dentro do espaço hipótese, dado que uma das mé-

tricas detectou anormalidade, o classificador rotula o período 
analisado como anormal.

A classificação do tráfego será determinada pela desigual-
dade Tchebycheff, que computará o resultado da média móvel 
analisando-o segundo o intervalo estipulado. Segundo [32], 
tais desigualdades são úteis para o trabalho com distribuições, 
cuja forma da função de distribuição é desconhecida. Por esse 
motivo, dado que não se conhece a distribuição das variáveis 
de tráfego envolvidas nesse trabalho, tais como aquelas calcu-
ladas pela métrica Flags e pela métrica RTTR, emprega-se a 
desigualdade Tchebycheff, dada pela Equação 7.

		  (7)

Pela desigualdade Tchebycheff, estima-se que pelo menos 
89% do tráfego normal (sem ataque) ficará dentro dos limia-
res de 3S a partir da média . Há uma chance de 89% do inter-
valo conter a média da população e, consequentemente, o que 
estiver fora dos limites será considerado anormal. Adotou-se 
o valor de  igual à 3, com base no controle estatístico de 
qualidade, cuja convenção dos limites de controle dos pontos 
do processo posiciona-se no mesmo limiar a partir da média.

4.1 Análise da Metodologia

As métricas foram implementadas em um Workflow 
Científico para análise de big data chamado Alteryx e testa-

Figura 2 - Arquitetura para detecção de anomalias para ataques 
Slow DoS. Fonte: [29].
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das no CIC (Canadian Institute for Cybersecurity) DoS Data-
set da Universidade de New Brunswick no Canadá. 

4.1.1 O Dataset

Há grande dificuldade na obtenção de dataset privado 
para a pesquisa de detecção de ataques, pois há grande re-
ceio de danificar ativos importantes durante a aplicação do 
experimento. 

Sobre o tema Slow DoS, existem poucos datasets que 
possam ser explorados. O CIC DoS Dataset (Application-
-Layer) foi escolhido porque o CIC [33] possui alguns dos 
datasets benchmarks mais utilizados por universidades, in-
dústria privada e pesquisadores independentes para detecção 
de anomalias. Segundo CIC, as características do dataset são 
as seguintes: Apache Linux v.2.2.22; Traces do ISCX-IDS 
Dataset (livre de ataques); Produção de 4 tipos de ataques à 
camada de aplicação com diferentes ferramentas; 8 traces de 
ataque DoS à camada de aplicação com 24 horas de tráfego 
de rede totalizando 4.6 GB; e Ataques direcionados aos 10 
Servidores Web do ISCX-IDS Dataset [33].

4.1.2 Resultados Obtidos

Os resultados foram analisados segundo a matriz confu-
são da Figura 3.

Fig 3 – Matriz Confusão com base em [34].

A matriz confusão traz informações entre a classe ver-
dadeira e a classe predita. A classe pode ser positiva (+), 
quando há ataque, e negativa (-), caso contrário. VP é a 
quantidade de verdadeiros positivos, ou seja, janelas detec-
tadas corretamente com ataque; FP (falsos positivos) são as 
janelas que foram detectadas com ataque, mas na realidade 
não contém ataque; VN (verdadeiros negativos) é a quan-
tidade de janelas que não são ataques e também não foram 
detectados quaisquer ataques e FN é a quantidade de jane-
las que deveriam ter sido detectadas com ataque, mas não 
foram detectadas. Logo, o somatório de VP, VN, FP e FN 
corresponde à n (número de janelas de tempo após divisão 
do tráfego em janelas estáticas).

Assim, a regra comum aplicada para classificação dos 
resultados decorrentes da execução paralela das métricas, 
segundo a metodologia proposta, classificou as janelas em 
verdadeiros positivos ou falsos positivos de acordo com as 
seguintes regras:
•	 Se a anomalia foi detectada na janela que coincidia ou 

pertenciam à janela indicada pelo gabarito da Figura 4, a 
janela foi rotulada anormal. Portanto esse tráfego seria 
VP; e

•	 quando a anomalia foi detectada em janelas imediata-
mente posteriores à janela indicada pelo gabarito da Fi-
gura 4, foi realizada uma apuração do tráfego dentro da 
janela. Verificou-se que o comportamento suspeito (ex. 
demandas com alto RTTR, envio de pacotes incompletos, 
aumento expressivo de conexões) era atribuído ao ende-
reço IP listado como alvo. Conforme gabarito, a anomalia 

foi classificada como VP e FP, caso contrário.

Fig 4 – Gabarito e Resultados Obtidos na Implementação das 
Métricas F.O.R.

Os resultados da implementação das métricas estão dis-
postos na Figura 5. O processamento das métricas F.O.R., 
executadas paralelamente resultou em acurácia de 95%, taxa 
de detecção ou sensibilidade de 71%, taxa de erro na classe 
positiva de 29% e taxa de erro na classe negativa de 5%.

A precisão alcançada foi de 22%. Já a média harmônica, 
com peso igual a um, para as medidas de precisão e sensibi-
lidade, foi de 34%.

Fig 5 – Resultados de Desempenho do Processamento das Métricas

Segundo [5], nenhum mecanismo de defesa pode al-
cançar 100% de detecção dos pacotes de ataque, mas deve 
alcançar taxas de verdadeiros positivos (VP) e verdadeiros 
negativos (VN), com o mínimo possível de falsos positivos 
(FP) e falsos negativos (FN).

É importante destacar que, caso a métrica se baseie 
apenas no padrão do tráfego de rede, qualquer outlier poderia 
ser detectado como ataque. Desse fato, observa-se que, de-
pendendo do ambiente de rede, que pode ser bastante instá-
vel, este pode contribuir para o aumento de falsos positivos. 
Apesar do planejamento das métricas preocupar-se com essa 
possibilidade, o fato é que os ambientes de rede são instáveis 
por natureza e a ocorrência nula de falsos positivos, em tese, 
não faz parte da realidade.

Com essa abordagem, o processamento das métricas 
F.O.R. obteve uma taxa de erro na classe positiva alta. Esta 
medida de desempenho demonstra que o algoritmo deixou 
de classificar ataques de fato, com erro de 29% sobre o total 
de ataques. Esse resultado trouxe uma quantidade alta de FN, 
o que afetou o cálculo da taxa de detecção (sensibilidade ou 
abrangência). 

A acurácia obteve ótimo resultado com 95% de acertos 
no total da classificação do trafego sob análise.

A anomalia referente ao ataque R.U.D.Y. foi a mais difícil 
de ser detectada, conforme Tabela 2. Este fato também foi 
citado por [10].
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Tab 2 - Ocorrências Detectadas – Métricas F.O.R.
Tipo 

Ataque Nome Ataque # Ocorrências
Ataques #Detecções # FN

Cabeçalho
Slowloris 2 2 0

Slow Headers 5 4 1

Conteúdo
Slow Body 4 4 0

R.U.D.Y 4 2 2

Leitura Lenta Slow Read 2 2 0

Fonte: Com base nos dados do CIC DoS Dataset [33].

5. Conclusões
Recentemente, como consequência dos esforços de mi-

tigação aos ataques DoS tradicionais, os ataques Slow DoS 
surgem como ameaça à garantia da disponibilização de ser-
viços na web. Esse ataque é considerado preocupante devido 
a furtividade do seu modo de operação, que lentamente e sem 
alarde, desabilita a vítima.

Uma das vantagens da metodologia proposta é que não há 
um threshold previamente definido para os atributos do tráfe-
go de rede. A detecção de anomalias na distribuição de paco-
tes de uma janela é feita mediante a observação dos valores 
prévios ou analogia histórica do próprio tráfego de rede.

A contribuição desse trabalho foi a proposição de estra-
tégias de detecção e métricas, sem complicações de cálculo, 
que tem papel fundamental na detecção desses ataques, pois 
a detecção de ataques de negação de serviço possui vários 
desafios dentre os quais pode-se citar a obtenção de mecanis-
mos de detecção mais rápidos, porque esquemas de detecção 
consomem recursos da vítima e isso afeta a capacidade de 
acurácia.

Como trabalho futuro, pretende-se estender as discussões 
deste artigo propondo uma metodologia que possa não ape-
nas detectar anomalias, mas também efetuar a identificação 
do ataque Slow DoS.
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RESUMO: A questão habitacional representa um grande desafio 
para a política pública no Brasil. A hipótese fundamental desta 
pesquisa é que as áreas com maior infraestrutura urbana, como 
escolas, hospitais, creches, linhas de ônibus, e que respeitem as 
legislações ambientais e urbanísticas são aquelas mais indicadas 
para a construção de moradias. O objetivo deste artigo é propor uma 
metodologia de identificação de áreas prioritárias para a construção 
de habitações de interesse social com o apoio de técnicas de análise 
espacial e método de análise hierárquica, utilizando como estudo de 
caso o município de Duque de Caxias. A metodologia desta pesquisa 
consiste na quantificação das variáveis, reclassificação, agregação 
das variáveis por zonas, e na ponderação destas zonas com o uso 
da AHP, construção do mapa final e a validação do resultado. Os 
resultados apontaram que as áreas prioritárias concentram-se no 
primeiro distrito, entretanto, as moradias localizam-se em áreas de 
baixa oferta de infraestrutura urbana.

PALAVRAS-CHAVE: Habitação de Interesse Social. AHP. Análise 
Espacial. Modelo Computacional. Localização Ótima.

ABSTRACT: The housing issue represents a major challenge 
for public policy in Brazil. The main hypothesis of this research is 
that areas with the greatest urban infrastructure, such as schools, 
hospitals, nurseries, bus lines and that respect environmental and 
urban legislation, are the ones best suited for the construction of 
housing. The objective of this article, is to propose a methodology 
for identification of priority areas for the construction of housing of 
social interest with the support spatial analysis techniques and 
Analytic Hierarchy Process, using as a case study the municipality of 
Duque de Caxias. The methodology of this research consists in the 
quantification of variables, reclassification, aggregation of variables by 
zones, weighting of these zones with the use of AHP, construction of 
the final map and validation of the result. The results indicated that the 
priority areas are concentrated in the first district, however, housing of 
social interest is located in areas of low urban infrastructure.

KEYWORDS: Housing of Social Interest. AHP. Spatial Analysis. 
Computational Model. Optimal Location.

	

1. Introdução
A questão habitacional, deixada por décadas em segun-

do plano, passou a ganhar força nos últimos anos. Assim, 
torna-se papel dos municípios integrar novos projetos habi-
tacionais à malha urbana dando cidadania aos moradores das 
cidades. Esta questão representa um grande desafio para a 
política pública no Brasil. Após décadas sem programas de 
incentivos no segmento, há um acúmulo no déficit habitacio-
nal do país de mais de 5,7 milhões em 2012, principalmente 
entre as famílias mais pobres, cuja saída foi a busca de alter-
nativas como construções informais em áreas periféricas e 
de risco [1].

Nos últimos anos, o programa habitacional de maior rele-
vância e maior aporte financeiro foi o Programa Minha Casa, 
Minha Vida, criado pela Lei 11.977/2009 [2] e administrado 
pela Caixa Econômica Federal. Ao lado dele, há também uma 
série de programas habitacionais capitaneados pelos estados 
e municípios, muitos deles feitos em parceria. Destaca-se, 
dentre eles, o Programa da Companhia de Desenvolvimento 
Habitacional e Urbano do Estado de São Paulo (PCDHU), 
fundado em 1949, que comercializou por volta de 500 mil 
unidades habitacionais. No âmbito do Governo Federal, o 
programa habitacional que mais avançou antes de 2009 foi 
o do Banco Nacional da Habitação (BNH), criado pela Lei 
4.380/1964 (BRASIL, 1964) [3], que foi extinto em 1986. 
Atualmente, grande parte dos condomínios são construídos 
em áreas isoladas, sem infraestrutura urbana adequada e dis-
tante dos postos de trabalhos, escolas e hospitais. Este fato 
gera a precarização da vida dos moradores, aumento dema-
siado da densidade em regiões com limitada estrutura e dos 
custos para o poder público municipal.

Tratar de assuntos sociais de maneira tangível é sempre 
tarefa difícil, de tal modo que a técnica aplicada deveria fa-
cilitar a relação entre o discernimento e o fenômeno social 

que se está abordando. Os valores sociais de nossa socieda-
de requerem um método conveniente de avaliação que nos 
permita perceber equivalências entre fatores como dinheiro, 
qualidade ambiental, saúde, felicidade e instâncias similares 
[4]. Para o autor, a dificuldade em mensurar os fenômenos 
sociais se dá por se tratarem de procedimentos que até agora 
não utilizam medidas de escalas e dificilmente são mensu-
ráveis. Isto posto, pode-se dizer que se está propondo uma 
metodologia que permita construir um modelo computacio-
nal que possa mostrar as áreas do município com maior in-
fraestrutura, característica fundamental para a construção de 
habitações de interesse social, que garante, ao mesmo tempo, 
a viabilidade ambiental.

O levantamento, a organização, a espacialização e a dis-
ponibilização das informações relacionadas à habitação são 
de fundamental importância para a elaboração de políticas 
públicas voltadas para o setor de habitação. Esta pesquisa 
se fundamenta no esforço em conciliar a redução do défi-
cit habitacional com projetos habitacionais bem localiza-
dos, ou seja, garantindo infraestrutura, meios de locomoção, 
compatíveis com a realidade do município, proporcionando 
a melhoria da qualidade de vida dos moradores beneficia-
dos. O aporte de recursos federais para os programas habi-
tacionais, em especial, para o Programa Minha Casa, Minha 
Vida, associado a outros fatores como o comprometimento 
da administração municipal, permitiu que muitos municípios 
construíssem uma política habitacional efetivamente ampla. 
A escolha adequada de um empreendimento residencial ga-
rantirá que as unidades habitacionais sejam construídas em 
local seguro, com vias urbanas adequadas, infraestrutura de 
saneamento básico e social que atenda os novos moradores. 
Com o exposto, reforça-se a ideia de que é preciso municiar 
os gestores públicos de critérios para a escolha dos melhores 
locais para a construção das habitações populares, de modo a 
diminuir os problemas sociais do município.
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O objetivo deste artigo é propor uma metodologia para a 
identificação de áreas prioritárias para a construção de habita-
ções de interesse social com apoio de técnicas de análise espa-
cial e método de análise hierárquica. A realidade do município 
de Duque de Caxias, no Estado do Rio de Janeiro, foi emprega-
da como estudo de caso para aplicação da metodologia. Com 
base na legislação sobre habitação de interesse social, no que 
tange ao planejamento urbano municipal, as variáveis foram 
identificadas, espacializadas e hierarquizadas para serem inse-
ridas no modelo computacional. O resultado encontrado foi a 
identificação das áreas mais propícias para a localização de em-
preendimentos habitacionais de interesse social.

2. Legislação pertinente e Déficit Habitacional
Em 1948, com a Declaração Universal dos Diretos Huma-

nos, a ONU estabelece o direito à moradia adequada como um 
direito universal, aceito e aplicável em todas as partes do mundo 
como um dos direitos fundamentais para a vida das pessoas.

No Brasil, o direito a moradia é garantido pela Constituição 
Federal, onde consta que “todos são iguais perante a lei, sem dis-
tinção de qualquer natureza”. No artigo 6º, a Constituição afirma 
que são direitos sociais “a educação, a saúde, a alimentação, o tra-
balho, a moradia, o lazer, a segurança, a previdência social, a pro-
teção à maternidade e à infância, a assistência aos desamparados” 
[5]. Em 2001, o Estatuto da Cidade [6] criou as diretrizes gerais 
da política urbana no Brasil, prevendo uma série de instrumentos 
jurídicos e políticos que facilitam a aplicação dessas diretrizes pe-
los Municípios. Porém, é através das políticas setoriais, das leis 
infraconstitucionais, que consistem em leis que estão hierarquica-
mente abaixo da Constituição Federal, como a Lei 11.977/2009, 
Minha Casa, Minha Vida [2], e dos Planos Diretores Municipais 
que a política habitacional torna-se efetiva [5].

A Lei 11.977, de 2009 [2,7], alterou parcialmente o mo-
delo de política habitacional adotado pelo Governo Federal. 
A lei atribui ao setor privado um papel central na promoção 
de novos empreendimentos habitacionais, principalmente ao 
exigir dos municípios a regulação da atuação do setor priva-
do, sendo uma das funções do município viabilizar terrenos 
compatíveis com os empreendimentos. Esses terrenos devem 
ser seguros e com a infraestrutura necessária ao porte do con-
junto habitacional. O artigo 5° da Lei Federal 11.977 de 2009 
exige que, para a implantação de empreendimentos, deverão 
ser observados:

“I - localização do terreno na malha urbana ou em área de 
expansão que atenda aos requisitos estabelecidos pelo Po-
der Executivo Federal, observado o respectivo plano diretor, 
quando existente;
II - adequação ambiental do projeto;
III - infraestrutura básica que inclua vias de acesso, ilumina-
ção pública e infraestrutura de esgotamento sanitário e de dre-
nagem de águas pluviais e permita ligações domiciliares de 
abastecimento de água e energia elétrica; 
IV - a existência ou compromisso do poder público local de 
instalação ou de ampliação dos equipamentos e serviços rela-
cionados à educação, saúde, lazer e transporte público.”

Os Municípios têm por obrigação assegurar ações em 
prol do desenvolvimento de fatores facilitadores da imple-
mentação dos projetos, destacando-se a indicação das áreas 
prioritárias para a implantação dos projetos, isenção de tribu-
tos e aporte de recursos.

A tabela 1 apresenta as legislações referentes aos programas 

habitacionais, à ocupação e ao uso do solo urbano por esferas de 
poder. Partes destas informações são específicas do município 
de Duque de Caxias (DC).

De acordo com o Plano Local de Habitação de Interesse 
Social (PLHIS) [7], o déficit habitacional do município de Du-
que de Caxias em 2010 era de 32.522 unidades habitacionais. 
Conforme projeções, para o ano 2023 estima-se que o municí-
pio terá 970.622 habitantes e demanda habitacional de 44.648 
domicílios. No município de Duque de Caxias, o número de 
inscritos no programa habitacional em agosto de 2015 chegou 
a 39.000 moradores e em 2016 ultrapassou os 50 mil inscritos, 
valor superior ao déficit habitacional oficial indicado pela Fun-
dação João Pinheiro.

É fato que a valorização imobiliária em vários municípios 
brasileiros tem empurrado muitos empreendimentos  habita-
cionais de interesse social para as franjas dos centros urbanos, 
o que aumenta a necessidade de investimentos públicos em ur-
banização e infraestrutura. No município de Duque de Caxias, 
este problema está se agravando pela expansão dos setores de 
logística e de petróleo e gás, que recebem forte investimento 
governamental. A valorização destes terrenos leva as constru-
toras a buscarem terrenos cada vez mais afastados dos centros 
urbanos e que, na maioria dos casos, são mais baratos e, normal-
mente, com maior metragem. 

Tab 1 - Principais leis inerentes à questão habitacional.

Federais Princípio

6.766/1979 [8] Estabelece os limites das áreas non-aedificandi de 
infraestruturas.

Decreto 97.780/1989 [9] Criação da Rebio-Tinguá.

Decreto 527/1992 [10] Criação da APA Petrópolis.

9.985/2000 [11] Cria o SNUC, Sistema Nacional de Unidade de 
Conservação.

10.257/2001 [6] Cria o Estatuto da Cidade que estabelece as dire-
trizes da política urbana no Brasil.

CONAMA 303/2002  [12] Dispõe sobre as Áreas de Proteção Permanente 
(APPs).

11.124/2005 [13]
Cria o Sistema de Habitação de Interesse Social, o 
Fundo Nacional de Habitação de Interesse Social 
e o seu Conselho Gestor.

11.977/2009 [2] Cria o Programa Minha Casa, Minha Vida.

12.424/2011 [14] Programa Minha Casa, Minha Vida 2.

Portaria 465/2011 [7] Dispõe sobre diretrizes gerais para aquisição e 
alienação para o PMCMV.

2.651/2012 [15] Novo código florestal, que estabelece as áreas de 
preservação permanente.

Estaduais Princípio

BRA/93/022 - 2008 [16] Criação do Projeto Iguaçu / INEA

Decreto 44.032/2013 [17] Criação da APA do Alto Iguaçu.

Resolução INEA N° 
93/2014

Delimitação de áreas de preservação permanente 
de topo de morro no Estado do Rio de Janeiro.

Municipais Princípio

Decreto 2.238/1991 Criação da APA da Caixa d’Água.

Decreto 3.020/1997 Criação da APA São Bento.

1.618/2001 Código de usos, funções e posturas urbanas.

2.022/2006 Política de proteção, conservação e melhoria do 
meio ambiente

Lei compl. 01/2006 Plano Diretor de Duque de Caxias com validade 
de 10 anos.

Lei compl. 02/2011 Altera o Plano Diretor Municipal.

2014 [18] Conclusão do Plano Municipal de Redução de Ris-
co (Consultivo).
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A busca por terrenos afastados tem por objetivo a aqui-
sição de grandes lotes com menor preço, permitindo que a 
empreiteira execute a construção de um grande número de 
unidades com valor unitário mais baixo, pois os custos fixos 
são rateados pelo total das unidades:

“O modo de produção de moradias populares para 
além dos limites da cidade tem consequências graves que 
acabam prejudicando a todos. Além de encarecer a ex-
tensão das infraestruturas urbanas, que precisam alcan-
çar locais cada vez mais distantes, o afastamento entre os 
locais de trabalho, os equipamentos urbanos e as áreas 
de moradia aprofundam as segregações socioespaciais 
e encarecem os custos da mobilidade urbana. As longas 
viagens diárias entre a residência e os locais de trabalho 
ou de ensino congestionam as vias e os transportes cole-
tivos, prejudicando a qualidade de vida coletiva.” [19].

A dificuldade de orientar a localização dos empreendi-
mentos é recorrente em vários municípios brasileiros, onde o 
poder público permitiu a construção de novas moradias em 
áreas afastadas, sem qualquer infraestrutura ou até mesmo 
em áreas de risco. Muitos municípios sequer possuem con-
dições técnicas para a elaboração de um relatório ou organi-
zação política para a realização de um grupo intersecretarias 
para a análise dos empreendimentos. Essa limitação acaba 
por permitir que as empresas da construção civil tenham seus 
projetos aprovados sem maiores questionamentos. Terrenos 
bem localizados na cidade viabilizam melhores condições de 
vida para os moradores, maiores possibilidades de trabalho, 
menor custo de vida, além de permitir acesso aos equipa-

mentos de educação, saúde, cultura e lazer, aproveitando a 
infraestrutura e serviços urbanos já instalados [20].

3. Características gerais do Município de 
Duque de Caxias

Duque de Caxias está situado na Baixada Fluminense, na 
região metropolitana do Rio de Janeiro, no estado do Rio de 
Janeiro – veja a figura 1. É o terceiro município mais populo-
so do estado, com 855.046 pessoas [21].

O forte crescimento ocorrido nas décadas de 1950 e 1960 
gerou um acréscimo de mais de 300 mil pessoas em um pe-
ríodo de 20 anos. De acordo com a figura 2, a taxa média 
geométrica de crescimento anual do município vem caindo 
a cada ano: na década de 1940, o crescimento era de 12% ao 
ano; no período entre 2000 e 2010, a taxa média de cresci-
mento encontra-se abaixo de 1% ao ano. 

Fig.  2 - Crescimento e estimativa da população de Duque de 
Caxias Fonte: [5]

O desigual acesso às terras urbanizadas e a produção 

Fig. 1- Localização de Duque de Caxias no Estado do Rio de Janeiro de Janeiro
Fonte: Subsecretaria de Habitação de Duque de Caxias/ Mapa base: IBGE - 2010
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informal de moradia são marcas das cidades brasileiras em 
geral. Devido ao alto custo em adquirir um imóvel formal, 
ou um terreno regularizado, muitas pessoas recorrem a infor-
malidade e passam a construir suas casas em áreas de risco, 
na beira de rios, por exemplo. Esse cenário não é diferente no 
município de Duque de Caxias.

O município se caracteriza pela forte dependência da me-
trópole fluminense, sendo também destino de migrantes que 
buscavam melhores condições de trabalho no Rio de Janeiro, 
principalmente nas décadas de 1950 a 1970 [5].

Durante muito tempo os municípios da Região Metropo-
litana do Rio de Janeiro eram conhecidos como “cidades-dor-
mitórios”, mas este processo vem sendo lentamente modifi-
cado. A falta de uma política habitacional e a não existência 
de um planejamento urbano que pense o município como um 
todo permitiu a proliferação de loteamentos formais e infor-
mais, além de ocupação em beiras de rios, encostas, e em 
extensas áreas de mangue do município de Duque de Caxias. 
O descaso com a ocupação e o uso do solo criou bolsões de 
pobreza e recorrentes desastres ambientais, tais como desli-
zamentos e inundações.

4. Metodologia
As principais técnicas utilizadas neste artigo foram o 

Método de Análise Hierárquica, que permite hierarquizar as 
variáveis escolhidas, e as de análise espacial, em especial, a 
de álgebra de mapas.

5. Principais Técnicas utilizadas
O Método de Análise Hierárquica, Analytic Hierarchy 

Process (AHP), é uma importante técnica de análise desen-
volvida na década de 1970. A prática da tomada de decisão 
está ligada à avaliação de alternativas, de maneira que leve 
em conta um conjunto de fatores predeterminados. O proble-
ma consiste em escolher a alternativa que satisfaça melhor o 
conjunto total de objetos. O objetivo deste método, em linhas 
gerais, é incluir e medir todos os fatores importantes, qualita-
tiva ou quantitativamente mensuráveis, sejam eles tangíveis 
ou intangíveis, além de verificar sua inter-relação [4].

A análise espacial compreende a análise da distribuição 
espacial de dados oriundos de fenômenos ocorridos no es-
paço [22]. Com a popularização do geoprocesamento e o au-
mento de softwares na área, as análises espaciais vêm se tor-
nando cada vez mais usuais. Na análise espacial destacam-se 
três tipos de dados: os eventos pontuais, as superfícies con-
tínuas, e, por fim, as áreas com contagens. Dentre as técni-

cas que compõem a análise espacial, destaca-se a Álgebra 
de Mapas, que inclui um grande número de operações com 
imagens matriciais raster. A Álgebra de mapa teve seu uso 
popularizado a partir da década de 1990 [23].

Um SIG consiste em um conjunto de técnicas para coletar, 
armazenar, recuperar, transformar e representar visualmente 
dados espaciais, extraídos do mundo real [24]. Os autores ain-
da apontam como procedimentos para a manipulação de dados 
em SIG que é preciso, em primeiro lugar, identificar uma es-
pécie de discretização dos dados, que são definidas por pontos, 
linhas, polígonos e pixels (dados matriciais). Hoje em dia os 
SIGs se tornaram uma técnica indispensável nas análises am-
bientais e sociais quando tratam da questão espacial. O avanço 
das técnicas e das análises em ambientes SIGs possibilitaram 
seu emprego em diversas áreas do conhecimento, permitindo 
a quantificação e a espacialização de eventos, o que permite a 
análise de dados complexos e a integração de dados georrefe-
renciados de diversas fontes.

6. Definição, espacialização e hierarqui-
zação das variáveis como proposta Meto-
dológica

Neste artigo foi utilizado o software ArcGIS 9.3, presen-
te na Seção de Ensino de Engenharia Cartográfica do Insti-
tuto Militar de Engenharia. Foi utilizada a extensão Spatial 
Analyst do software, que contém as principais rotinas de aná-
lise espacial, tais como o Map Algebra, Euclidean Distance 
e Reclassify. Ressalta-se que há viabilidade de utilização de 
softwares livres como o QGis, TerraView e outros.

A variável consiste em uma característica ou atributo des-
critivo de um elemento da população [20]. Para a identificação 
das variáveis que serão utilizadas no modelo, que visa à iden-
tificação das áreas com maior infraestrutura do município, 
utilizou-se o disposto na Lei Federal 11.977/2009, que trata 
sobre o “Programa Minha Casa, Minha Vida” (PMCMV) [2]. 
No total serão inseridas 30 variáveis divididas em três tipos: 
i) infraestruturas, como escolas municipais, creches, hospi-
tais, praças; ii) áreas restritas, como unidades de conservação 
de uso integral, zoneamentos restrititos, áreas de proteção 
permanentes, e, por fim, iii) áreas não recomendáveis, como 
as unidades de conservação de uso sustentável e zonas de 
amortecimento

A figura 3 apresenta o fluxograma das etapas de desenvol-
vimento da pesquisa, inclusive a etapa de validação, para se 
determinar o método mais adequado. No que se refere às in-
fraestruturas, serão inseridas no modelo oito variáveis, sendo 
elas: escolas de ensino fundamental (Municipais); escolas de 

Fig. 3 - Fluxograma com o encadeamento lógico da modelagem.
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ensino médio (Estaduais e Federais); unidades de saúde; cre-
che; linhas de ônibus; praças; rede de esgoto; e rede de água.

As áreas restritas do município foram determinadas com 
base no art. 5° da Lei Federal 11.977 e todas as variáveis 
foram apresentadas segundo a instância governamental que 
a regula [2]. No caso de Duque de Caxias foram verificadas 
17 tipos de restrições, que foram transformadas em variáveis. 
Por fim serão incluídas as 5 áreas não recomendáveis do mu-
nicípio. Estas áreas não inviabilizam os projetos habitacio-
nais, porém não são indicadas. São zonas de amortecimento e 
Áreas de Proteção Ambiental, além das áreas sujeitas à inun-
dação, de acordo com o Plano Municipal de Risco.

A partir da definição das variáveis empregadas nesta fase 
da pesquisa, partiu-se para a coleta e aquisição dos dados e 
para a posterior preparação dos mesmos. A figura 4 apresen-
ta o fluxograma com o modelo conceitual da pesquisa, com 
todos os shapefiles (camadas vetoriais) e dados matriciais 
raster, definidos em pixels com tamanho definido nos proce-
dimentos computacionais.

A organização foi feita de acordo com as etapas da pes-
quisa e o tipo de dado, identificado por pontos, linhas, po-
lígonos e dados matriciais. Os dados estão armazenados em 
formato .shp (shapefile) e geotiff, com datum horizontal Sir-
gas 2000, e em projeção UTM - fuso 23S.

Os dados de infraestrutura foram obtidos em formato ve-
torial e estão representados por pontos e linhas. Para a cons-
trução do modelo, optou-se em transformar os dados para o 
formato matricial, com resolução espacial de 50m,  de acordo 
com a proximidade que cada ponto do município possui para 
a infraestrutura mais próxima.

Para a construção do modelo buscou-se no urbanismo 
um conceito já estabelecido para a definição das classes pro-
postas. O pensamento de Clarence Artur Perry propõe que 
os principais equipamentos sociais devem estar próximos às 
moradias. As Prefeituras do Rio de Janeiro, Goiânia e São 
Paulo usam metodologias baseadas nas teorias de Clarence 
Perry, modificando apenas os valores, mas preservando o 

conceito atribuído pelo autor [25]. 
Para esta pesquisa foram utilizadas as classes de dados 

definidas pelo município do Rio de Janeiro, a partir da se-
melhança e proximidade com Duque de Caxias. Os dados 
em formato matricial foram agrupados em classes de 400m, 
800m, 1.200m e 2.400m para a identificação das classes mí-
nimas indicadas para a existência de infraestrutura.

O passo seguinte foi reclassificar as feições matriciais 
agrupadas no processo anterior. O intuito foi atribuir novos 
valores para as classes determinadas, de maneira a padroni-
zar todas as feições raster. Este processo foi utilizado a fim 
de permitir que as feições fossem normatizadas para serem 
utilizadas no AHP. O resultado da reclassificação foi realiza-
do de acordo com tabela 2.

Tabela 2 - Relação de reclassificação entre os valores de proximi-
dade e os pesos
Reclassificação

Distância (m) Pesos

0 - 400 9

400 - 800 7

800 - 1200 5

1200 - 2400 3

> 2400 1

Os valores foram reclassificados de acordo com os pesos 
[1 a 9], sendo 1 o pixel referente às áreas com as maiores dis-
tâncias para a infraestrutura e 9 para o pixel com as menores 
distâncias para a infraestrutura.

Para a inserção das áreas restritas do município, usou-se 
a álgebra booleana na busca de determinar as áreas do mu-
nicípio proibidas por lei para construção habitacional. Estas 
áreas possuem restrições de uso tanto por questões ambien-
tais como por determinação do uso do solo, de acordo com 
legislações municipais.

As áreas não recomendáveis não possuem legislação que 
impeçam construções habitacionais, todavia são áreas que 

Fig. 4 - Fluxograma do modelo conceitual
Fonte: Dados obtidos junto a Subsecretaria Municipal de Duque de Caxias
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possuem restrições ambientais. É o caso da APA do Alto Iguaçu, 
APA Petrópolis e da zona de amortecimento da Rebio Tinguá, 
com limites para a densidade habitacional e não recomendadas 
para a construção de condomínios. Por isso, foram usados os va-
lores 1 e 1/2, por considerar que as áreas não eram restritas, po-
rém não podiam ser consideradas potencialmente iguais às ou-
tras áreas do município para fins de habitação e interesse social. 
No final, estas áreas tiveram seu peso máximo igual ou inferior 
à metade de 9, que era o valor máximo que uma área podia ter.

Para a realização do modelo, chegou-se, através de expe-
rimentos, que a melhor maneira de modelar os fenômenos é 
agregá-los utilizando, em primeiro lugar, a ferramenta zonal 
(agregação) e, posteriormente, o uso do AHP (ponderação). A 
ferramenta Zonal tem por objetivo o cálculo estatístico a partir 
da leitura de uma base de dados matricial raster para uma ou 
mais “zonas” geográficas definidas pelo usuário [26].

Uma zona é definida como uma extensão territorial de en-
trada que tem o mesmo valor. Nesta técnica podem ser empre-
gados os valores de mediana, média, menor valor, maior valor, 
variação, majoritário, minoritário, desvio padrão e somatório.

Assim, aplicou-se a ferramenta para agregar a cada setor 
(zona) o mesmo valor assumido a partir dos diferentes valores 
encontrados na camada matricial raster dentro da mesma área, 
utilizando, neste caso, a mediana para calculá-los. Por exemplo, 
para o elemento escola, cada setor possuirá o mesmo valor da 
mediana da distância reclassificada (peso). 

Durante a fase de pesquisa, constatou-se que a agregação 
com o uso da mediana preservou melhor os dados. A mediana 
consiste na localização do valor central das observações e evita 
que valores muito altos ou baixos alterem o resultado.

Os valores oriundos da reclassificação dos valores de pro-
ximidade foram representados e quantificados através das va-
riáveis envolvidas em uma hierarquia de critérios ponderados 
por preferências (pesos). O autor assume que as comparações 
paritárias foram obtidas por questionamento direto às pessoas 
(um único individuo, se o problema era do seu interesse apenas) 
que podiam ou não serem especialistas, mas que estivessem fa-
miliarizados com o problema: “um ponto central em nossa abor-
dagem é que as pessoas muitas vezes são inconsistentes, mas as 
prioridades têm de ser definidas, e as coisas têm de ser feitas a 
respeito da inconsistência.” [4].

Estes pesos foram determinados na Subsecretaria de Ha-
bitação de Duque de Caxias com base no conhecimento e na 
colaboração dos funcionários da subsecretaria. Esta colabora-
ção teve por objetivo verificar o grau de importância de cada 
infraestrutura a partir de especialistas que acompanhassem as 
necessidades dos moradores dos condomínios.

Para análise do município e determinação das melhores 
áreas para a construção de empreendimentos habitacionais, foi 
preciso definir qual seria a escala de análise. Após verificação, 
chegou-se a conclusão que o uso dos setores censitários do Cen-
so Demográfico do IBGE/2010 não seria adequado, por possuir 
um total de 1.233 setores, valor muito elevado. A outra opção 
seria utilizar os bairros de Duque de Caxias: o município possui 
mais de 850 mil habitantes, dividido em 41 bairros, com áreas 
muito díspares. 

Para encontrar um valor de área mais adequado, optou-se 
por determinar setores (zonas). No Urbanismo já existem crité-
rios estabelecidos para a definição de um valor coerente para 
a análise em escala municipal. Para a definição de Unidades 
de Vizinhança, o autor determinou em sua pesquisa que esta 
área tivesse a partir de 64 ha e área máxima de 450 ha. Che-

gou-se, então, ao número de 196 setores. Todos os setores 
ficaram com área superior a 64 ha e inferior a 450 ha, com 
dezoito setores rurais com área maior que 450 ha [27].

Por fim, para a validação dos resultados foi feita uma análise 
dos empreendimentos entregues, em construção, e dos empre-
endimentos em fase de projeto. Sobretudo, os resultados foram 
validados a partir da experiência dos funcionários da Subsecre-
taria de Habitação de Duque de Caxias, como também a partir 
da rejeição ou aprovação dos empreendimentos nas respectivas 
fases. Tanto os projetos prontos como os em construção já pos-
suem demanda já indicada, além dos empreendimentos em fase 
de projeto. O objetivo foi verificar se os empreendimentos loca-
lizados em áreas com os maiores pesos também eram os empre-
endimentos sobre os quais os funcionários da Subsecretaria de 
Habitação concluem que são os empreendimentos que melhor 
atendem as necessidades dos moradores.

6.1 Discussão dos resultados quantificação das vari-
áveis de proximidades

Como descrito anteriormente na metodologia, este pas-
so é fundamental para a obtenção do modelo que permite a 
localização das melhores áreas para a escolha de um empre-
endimento habitacional de interesse social. Em acordo com a 
metodologia proposta – a representação espacial das distân-
cias de proximidade 400m, 800m, 1.200m e 2.400m – foram 
produzidos 8 mapas, um para cada variável. A figura 5 apre-
senta os 8 mapas para as infraestruturas físicas e sociais do 
município de Duque de Caxias.

É possível observar uma má distribuição das infraestru-
turas pelo município. Ao compararmos a rede de distribuição 
de água e a rede de esgoto, a espacialização reforça a ca-
rência de infraestrutura de esgoto em grande parte territó-
rio municipal, em especial na parte norte e central de Duque 
de Caxias, onde se verifica a maior expansão. Outro ponto 
que chama a atenção, ao observar os mapas de forma com-
parativa, é a má distribuição de escolas estaduais e federais, 
responsáveis preferencialmente pelo ensino médio e técnico. 
Em comparação com as escolas municipais, as de responsa-
bilidade do Estado e da União se concentram em especial no 
primeiro distrito, enquanto que as municipais se apresentam 
melhor distribuídas no município. As creches, além de mal 
distribuídas por Duque de Caxias, possuem um número redu-
zido de unidades, somando 21 unidades ao todo, em especial 
no primeiro distrito.

Após a produção dos mapas de proximidade das infraes-
truturas, os valores foram reclassificados com base na quan-
tificação das variáveis, etapa fundamental para a construção 
do modelo final que irá gerar os resultados que orienta as 
áreas com melhor infraestrutura. 

6.2 Agregação (mediana)

Após a reclassificação e o uso da ferramenta Zonal, tem-
-se como resultado o mapa reclassificado e identificado em 
área para cada infraestrutura. A ferramenta Zonal tem por 
objetivo, neste caso, agrupar o valor total em um setor e ter 
como resposta a mediana de cada infraestrutura. Assim, a fi-
gura 6 apresenta um mapa coroplético dos setores com maior 
infraestrutura no município de Duque de Caxias. 

As áreas identificadas no mapa na cor vermelha represen-
tam as áreas com maior infraestrutura, enquanto as áreas na 
cor azul representam as áreas com menor infraestrutura.
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Fig. 5 - Distância para a infraestrutura / 2016
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Fig. 6 - Mapa com os pesos definidos pela estatística por zona (Mediana)
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7. Ponderação (Uso da AHP)
O passo mais importante para a determinação dos pesos no 

AHP foi a construção da matriz recíproca (tabela 3). Para a cons-
trução desta tabela foi preciso determinar os pesos de cada item da 
matriz, sendo que os pesos foram avaliados dois a dois. A matriz 
recíproca teve seu fim quando todos os itens da tabela foram ava-
liados em relação aos outros itens.

A matriz deve ser lida da seguinte forma, tomando por exem-
plo as escolas de Ensino Fundamental: a comparação com a vari-
ável saúde é de 2/1, em relação à creche e linhas de ônibus 3/1, em 
relação a escolas de ensino médio 7/1 e, por fim, para as praças 
9/1. Isso significa dizer, por exemplo, que o Ensino Fundamental 
é 9 x mais importante do que as praças.

De acordo com a avaliação, a infraestrutura mais importan-
te são as escolas de ensino fundamental, de responsabilidade do 
município. Em segundo lugar de importância, estão as unidades 
de saúde, e, em seguida, as creches e as linhas de ônibus. Estas 
duas infraestruturas estão, até certo ponto, ligadas à questão do 
emprego.

Em seguida foi calculada a matriz comparativa do AHP com 
o objetivo de definir os pesos para cada infraestrutura (tabela 4).

A figura 7 apresenta todas as áreas restritas do município, 
destacadas com a cor laranja e verde, e em branco, as áreas 
com permissão de ocupação. As unidades de conservação se 
constituem como áreas importantes para a preservação de 
remanescentes florestais, além de ajudarem na redução dos 
problemas das inundações, juntamente com a preservação 
dos mangues. Em Duque de Caxias, a garantia de preserva-
ção destas áreas é vista como prioridade para a administração 
municipal, e, sendo vital para a redução dos problemas de-
correntes das inundações e movimentos de massa.

Toda a parte norte do município é restrita à ocupação de-
vido a Rebio do Tinguá. Na área central do município próxi-
mo à baía de Guanabara, encontra-se outra grande área restri-

ta. Nesta parte do município, estão a APA São Bento, a zona 
industrial de Campos Elíseos e todo o trecho de mangue na 
borda da baía de Guanabara. 

Do mesmo modo que ocorre com as áreas restritas, os 
municípios possuem áreas não recomendáveis, que precisam 
ser indicadas e posteriormente inseridas no modelo. Foram 
indicadas algumas áreas do município que não possuem res-
trições claras, entretanto não são recomendáveis, ou possuem 
limitações quanto ao uso. O mapa da figura 8 apresenta as 
áreas sujeitas a alagamento segundo o Plano Municipal de 
Redução de Risco (PMRR). Foram identificadas ainda as 
áreas do município indicadas como unidades de conservação 
de uso sustentável. Essas unidades permitem o uso residen-
cial, mas possuem uma série de exigências e limitações. 

Por fim, foi também identificado o bairro Cidade dos Me-
ninos, que ainda possui resquícios da contaminação ocorrida 
na década de 1950 e 1960 pelo pó de broca. Atualmente, está 
em elaboração o estudo para a descontaminação dos focos 
primários e secundários da contaminação do bairro, ainda 
sem previsão de data para o início do projeto.

Os valores foram inseridos na ferramenta Raster Calcula-
tor, do Spatial Analyst. Conforme verificado na metodologia, 
esta ferramenta tem como objetivo o cálculo das feições em 
formato matricial, sendo ponderado pelos pesos encontrados 
no processo anterior, de acordo com a equação 1:

(Escola Municipal * 0,315)+ (Unid Saúde*0,215)+ 
(Creche*0,142)+ (Linha de Ônibus*0,142)  + (Rede de 
Água*0,066)+ (Rede de Esgoto*0,066)+ (Escola Estadu-
al*0,034)+ (Praças*0,020))*Áreas Restritas)  * Áreas não 
Recomendáveis

Neste caso, cada variável descrita na equação 1 corres-
ponde a um mapa. O produto desta equação resultou, ao final 
do processo, em uma feição única raster, com valor entre 0 e 
9, resultado final da metodologia proposta.

Recíproca

 Ensino Fundental Saúde Creche Linha de ônibus Rede de Água Rede de Esgoto Ensino médio Praças

Ensino fund. 1/1 2/1 3/1 3/1 5/1 5/1 7/1 9/1

Saúde 1/2 1/1 2/1 2/1 4/1 4/1 6/1 8/1

Creche 1/3 1/2 1/1 1/1 3/1 3/1 5/1 7/1

Linha de ônibus 1/3 1/2 1/1 1/1 3/1 3/1 5/1 7/1

Rede de água 1/5 1/4 1/3 1/3 1/1 1/1 3/1 5/1

Rede de esgoto 1/5 1/4 1/3 1/3 1/1 1/1 3/1 5/1

Ensino médio 1/7 1/6 1/5 1/5 1/3 1/3 1/1 3/1

Praças 1/9 1/8 1/7 1/7 1/5 1/5 1/3 1/1

Tab 3 -  Matriz Recíproca do AHP

Matriz Normatizadora

 Ensino fund. Saúde Creche Linha ônibus Rede de água Rede  de Esg. Ensino médio Praças  ∑ Pesos

Ensino fund. 0,355 0,417 0,375 0,375 0,285 0,285 0,231 0,200 2,52 0,315

Saúde 0,177 0,209 0,250 0,250 0,228 0,228 0,198 0,178 1,71 0,215

Creche 0,118 0,104 0,125 0,125 0,171 0,171 0,165 0,156 1,13 0,142

Linha de ônibus 0,118 0,104 0,125 0,125 0,171 0,171 0,165 0,156 1,13 0,142

Rede de Água 0,071 0,052 0,042 0,042 0,057 0,057 0,099 0,111 0,53 0,066

Rede de esg. 0,071 0,052 0,042 0,042 0,057 0,057 0,099 0,111 0,53 0,066

Ensino médio 0,051 0,035 0,025 0,025 0,019 0,019 0,033 0,067 0,27 0,034

Praças 0,039 0,026 0,018 0,018 0,011 0,011 0,011 0,022 0,15 0,020

Tab 4 - Matriz Comparativa do AHP
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Fig. 7 - Mapa com as áreas restritas do município de Duque de Caxias

Fig. 8 - Mapa com as áreas não recomendáveis do município de Duque de Caxias
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8. Síntese dos resultados
A síntese dos resultados apresentará o mapa que melhor 

reflete a realidade do município em relação à infraestrutura, 
com os dados de áreas restritas e as áreas não recomendá-
veis. A figura 9 apresenta o resultado detalhado do modelo 
e aponta três setores com valores acima de 8. Todos esses 
três setores localizados no primeiro distrito, na parte sul do 
município. Entretanto, outras áreas do segundo e do terceiro 
distritos apresentaram resultados acima de 7, também consi-
derados adequados para a indicação de áreas.

O primeiro distrito, que possui a melhor infraestrutura e a 
maior população, apresenta menor quantidade de rios, pois a 
maior parte foi canalizada ou perdida. Além disso, apresenta 
menor quantidade de linhas de transmissão e de oleodutos, 
sendo o distrito com maior área disponível para a ocupação: 

“Em diversas cidades brasileiras há uma quantidade 
expressiva e inaceitável de terrenos ociosos no tecido ur-
bano, estocados em geral com fins especulativos [28]. O 
proprietário aguarda a valorização do lugar, a partir da 
intervenção, exclusiva e privilegiada, do poder público 
com a instalação de infraestrutura básica e implantação 
de equipamentos urbanos essenciais.” 
Para minimizar os danos gerados pelo grande número de 

terrenos ociosos ou subutilizados, o Estatuto das Cidades, 
Lei 10.257/2001, cria mecanismos para enfrentar esta situa-
ção. Segundo o mesmo autor, o Estatuto trouxe novos instru-
mentos de gestão para as administrações municipais, através 
de institutos tributários, financeiros, jurídicos e políticos, no 
sentido de atender plenamente à função social da propriedade 
e da cidade. Destaca-se o Imposto Predial e Territorial Urba-
no (IPTU), progressivo no tempo e com desapropriação com 
pagamento em títulos da dívida pública. 

Outro mecanismo de atuação da administração municipal 
cabível é a localização de terrenos públicos, também ociosos 
ou subaproveitados. A doação de terreno pelo poder públi-
co ainda é fato raro no Programa Minha Casa, Minha Vida, 
não ultrapassando a 5% dos empreendimentos [29]. Quando 
o poder público age doando o terreno, caberá ao município 
à realização de chamamento público para pré-selecionar a 
construtora e o seu respectivo projeto de intervenção habi-
tacional. A vantagem para o município consiste na possibi-
lidade de se fazer maiores exigências em relação ao projeto, 
visto que a construtora não arcará com a compra do terreno.

O distrito de Duque de Caxias possui a melhor infraes-
trutura física e social, conta com as principais rodovias que 
atravessam o município, além de contar com a linha férrea, 
sob a concessão da Supervia. A primeira área escolhida fica 
no bairro de Gramacho entre a linha férrea e a BR-040. Na 
figura 10 foram criados alguns círculos com o intuito de re-
forçar a ideia de que este setor, com resultado acima de 8, 
possui áreas vazias, ou mesmo com alguma possibilidade de 
serem revertidas para um programa habitacional. 

O bairro possui vias importantes, escolas em um número 
adequado, e rede de abastecimento de água. A rede de esgoto, 
inexistente nos demais distrito, é um ponto positivo para a 
escolha dessas regiões.

Apesar de algumas ruas destas regiões não possuírem es-
goto, a proximidade com a rede existente propicia que sejam 
estendidas para atender a um possível empreendimento com 
custo reduzido. Com base no exposto, é importante atentar 
para o fato de que, não apenas as áreas com os melhores re-
sultados são as mais adequadas, mas que as áreas limítrofes 
aos resultados superiores também usufruem desta mesma 
infraestrutura e, em menor grau, também apresentam viabi-
lidade.

Fig. 9 - Mapa final com as áreas sem permissão para a implementação de projetos habitacionais
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9. Validação dos resultados
O principal motivo da escolha de áreas de baixa densida-

de para a construção de empreendimentos habitacionais está 
no valor reduzido dos terrenos. De todo modo, estes terrenos 
possuem menor infraestrutura, pior mobilidade e, em alguns 
casos, o terreno localiza-se em áreas sujeitas a alagamento. 
Cabe ao município reverter esse problema e indicar as áreas 
adequadas para a construção dos empreendimentos.

Dentre os condomínios entregues ou em fase de constru-
ção, com a demanda já indicada, alguns destacam-se alguns 
com grande rejeição, segundo informações fornecidas pelos 
funcionários da Subsecretaria de Habitação de Duque de Ca-
xias. Em geral, seu maior problema consiste no isolamento 
do condomínio e na dificuldade de acesso a serviços públicos 
e linhas de ônibus (figura 11). Apenas um condomínio em 

fase de construção possui melhor aceitação dos futuros mo-
radores: o condomínio São Bento I, localizado na Av. Leo-
nel Brizola (RJ-101). Além de estar em uma área integrada à 
malha urbana, foi o empreendimento localizado em um setor 
com maior valor determinado no modelo. O empreendimento 
São Bento I teve como resultado o valor de 6.45, sendo 9 o 
valor máximo. Dentre os condomínios entregues, todos tive-
ram resultados baixos em relação à infraestrutura. De acordo 
com o modelo proposto, eles tiveram como resultados 2.3, 
4.9 e 5.79. Já entre os condomínios em construção, os resul-
tados foram 4.8, 5.6 e o condomínio São Bento I, 6.45.

O fato de este empreendimento ser aquele com melhor 
aceitação dos moradores, ou futuros moradores, reforça que 
o modelo se mostrou adequado em relação à percepção que 
se tem do município de Duque de Caxias.

Fig. 10 - 1° Distrito, setores na proximidade do bairro de Gramacho.nais

São 
Bento I

Fig. 11 - Localização dos empreendimentos MCMV com os resultados do modelo
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10. Conclusão
A pesquisa realizada permitiu verificar que o AHP é um 

método adequado para a verificação de áreas propícias para 
a construção de habitações de interesse social, pois permi-
te atribuir, de maneira racional, uma avaliação das melhores 
áreas. Não cabe neste artigo propor terrenos para a constru-
ção de habitação de interesse social, mas ao município, o le-
vantamento dos terrenos e dos trâmites legais para orientar 
tais construções.

As áreas com maior infraestrutura são as áreas mais ade-
quadas para a construção de empreendimentos voltados para 
a habitação de interesse social. Porém, consistem em áreas de 
maior densidade e já bastante consolidadas. De todo modo, 
ainda é possível encontrar terrenos vazios que podem ser re-
vertidos para habitação social e em alguns casos é possível, 
inclusive, encontrar terrenos públicos. Mesmo que as áreas 
com valor elevado não tenham condições de receber um em-
preendimento, os terrenos limítrofes a estas podem ser um 
destino favorável para a construção de habitações de interes-
se social. Estas áreas tendem a se caracterizar por menores 
densidades demográficas, menor valor da terra, e, ao receber 
um empreendimento habitacional, terão uma necessidade 
menor de investimento em infraestrutura para se chegar a um 
nível adequado em relação às infraestruturas básicas.

Um projeto habitacional em uma área de expansão urba-
na só terá êxito se estiver conjugado à ampliação da infraes-
trutura viária, à melhoria do nível educacional, a projetos de 
geração de emprego e renda e ao aumento da oportunidade 
de emprego.

Caso contrário, o projeto habitacional se tornará um em-
pecilho para a mudança da realidade social das famílias e um 
problema para a gestão do município, servindo apenas para a 
ampliação dos lucros das construtoras, perpetuando a segre-
gação espacial no município.
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RESUMO: A detecção de socialbots em Redes Sociais Online 
tem sido objeto de diversos estudos baseados em aprendizado 
de máquina. Este trabalho apresenta o uso de um comitê de 
classificadores para melhorar a acurácia da identificação de 
socialbots. O comitê associa o conhecimento obtido por algoritmos 
de aprendizado de máquina ao conhecimento heurístico humano, 
obtido por entrevistas e formalizado por regras fuzzy. Os resultados 
mostram que estas abordagens são complementares, uma vez 
que o uso conjunto destes algoritmos em um comitê apresenta 
uma acurácia acima de 93%, maior do que os mesmos algoritmos 
utilizados isoladamente. 

PALAVRAS-CHAVE: Redes Sociais, Detecção de Socialbot, 
Aprendizado de Máquina, Lógica Fuzzy, Comitê de Classificação.

ABSTRACT: Machine learning has been widely used in the 
detection of socialbots in Online Social Networks. This paper 
presents the use of an algorithm committee to improve the accuracy 
of socialbots identification. The committee combines the knowledge 
obtained by machine learning algorithms and human heuristic 
knowledge obtained through interviews and formalized in fuzzy 
rules. Results show that these approaches are complementary, 
since their use in a single committee presents accuracy above 93%, 
better than each of the algorithms independently.

KEYWORDS: Social Networks, Detection of Socialbot, Machine 
Learning, Fuzzy Logic, Ensemble Learning

	

1. Introdução
Problemas como influência em processos eleitorais e pro-

pagação de notícias falsas ganharam destaque recente nas 
mídias de comunicação. A detecção automática de socialbots 
é um caminho para resolver estes problemas. Socialbots são 
contas nas Redes Sociais Online (RSO) controladas auto-
maticamente e projetadas para serem parecidas com usuá-
rios reais [1]. A existência destes robôs influenciou artigos 
e pesquisas em áreas como eleições ([2] e [3]), predições no 
mercado de ações [4] e a percepção da comunicação de agen-
tes humanos e socialbots [5]. Este assunto é de importância 
fundamental para a segurança cibernética e, até mesmo, para 
a segurança nacional. 

Em um relatório recente do Twitter [6], esta rede social 
afirma que pelo menos 5% de suas contas são totalmente au-
tomatizadas, ou seja, um número maior do que 16,5 milhões 
de contas no ano de 2017. Diversos trabalhos sobre detecção 
de socialbots utilizam algoritmos de aprendizado de máquina 
e, muitas vezes, do tipo supervisionado. Neste cenário, um 
dos requisitos que se faz necessário é a existência de uma 
base de dados com contas rotuladas como humano ou so-
cialbot. 

Ao iniciar os trabalhos de detecção de socialbots usando 
aprendizado de máquina os autores detectaram problemas de 
qualidade com as bases rotuladas disponíveis para pesquisa. 
Os problemas principais eram a dúvida sobre a correção da 
rotulação e a diversidade das contas presentes nas bases. Em 
[7], os autores apresentam uma discussão sobre a correção do 
processo de rotulação das contas e a diversidade de humanos 
e socialbots presentes nas bases existentes. Adicionalmente, 
apresentam uma metodologia para construção de bases de 
dados rotuladas com qualidade garantida. Esta metodologia 
foi usada para produzir uma base com postagens públicas no 
Twitter relacionadas às Olimpíadas Rio 2016, chamada de 
Base Olympics.

Outra vantagem da utilização da metodologia apresentada 
em [7], é a identificação dos melhores juízes que realizaram 
o processo de rotulação de contas [8]. Como continuidade 
do estudo desenvolvido no referido artigo, foi feita a identi-
ficação dos dois juízes mais bem avaliados que, então, foram 
escolhidos para a realização de entrevistas para a extração 
do seu conhecimento. Posteriormente este conhecimento foi 
formalizado na Lógica Fuzzy [9]. 

O Sistema Fuzzy resultante apresentou acurácia próxima 
a 85% para ambas as classes, humano e socialbot. O experi-
mento foi realizado em uma base de dados balanceada, com-
posta por 2500 contas, incluindo as da Base Olympics e as 
de outros trabalhos para contemplar socialbots de diversos 
tipos. Em seguida, este sistema foi agregado a um comitê 
composto por quatro algoritmos de aprendizado de máquina, 
cuja tomada de decisão escolhida foi o por voto por maio-
ria. Foram escolhidos algoritmos de diferente natureza para 
compor o comitê: árvores de decisão, tabela de decisão, redes 
neurais e FURIA, além do algoritmo fuzzy com conhecimen-
to humano obtido por entrevistas. O algoritmo FURIA tam-
bém produz regras fuzzy, entretanto as regras representam 
conhecimento induzido a partir dos dados. O único sistema 
que trabalha com conhecimento heurístico humano foi o de 
regras fuzzy obtidas por entrevista.

Como resultado, este comitê de cinco algoritmos obteve 
um desempenho com acurácia próxima a 94%, superando 
cada membro do comitê individualmente e o comitê formado 
apenas pelos quatro outros algoritmos, comprovando que o 
Sistema Fuzzy contribuiu para a melhoria do desempenho 
final do comitê.

Este artigo está dividido da seguinte forma: na Seção 2, 
são apresentados os trabalhos relacionados; na Seção 3, está 
descrito o processo de construção da base de dados; a Seção 
4 apresenta informações sobre a construção do sistema fu-
zzy para classificação das contas no Twitter; na Seção 5, são 
apresentados os resultados do comitê composto pelos algo-
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ritmos de aprendizado de máquina e pelo Sistema Fuzzy; a 
Seção 6 conclui e apresenta os trabalhos futuros.

2. Trabalhos relacionados
Este trabalho inicia, apresentando outras pesquisas sobre 

a detecção de socialbots com a utilização de atributos quan-
titativos e aprendizado supervisionado. Benevenuto et al. 
[10] utilizaram o algoritmo SVM (descrito em [11]) que pro-
cessou 23 atributos de usuário e 39 de tweet, resultando em 
aproximadamente 70% de acurácia para socialbots e em 96% 
para contas legítimas. Os autores apresentam uma discussão 
sobre o conjunto de atributos utilizado nos experimentos, 
argumentando que os menos significantes podem contribuir 
para o processo de classificação. A partir destes resultados, 
pode-se inferir que o modelo gerado por este algoritmo tende 
a classificar as contas como humanos.

Freitas et al. [12] basearam seu estudo no de Zhang e Pa-
xson [13], porém consideraram mais atributos, divididos em 
três categorias: usuário, conteúdo e linguística. Freitas et al. 
utilizaram a base de dados de Cha et al. [14] e consideraram 
as contas com, no mínimo, 30 tweets, resultando em mais de 
110 mil contas e quase 43 milhões de tweets. Foi utilizado o 
algoritmo Random Forests (descrito em [15]), com validação 
cruzada (CV) em 20 partições, que obteve resultados de 95% 
AUROC (Área sob a curva ROC). 

De uma maneira diferente, Zhang e Paxson coletaram sua 
própria base composta pelo único atributo de timestamp de 
tweets públicos e, então, aplicaram o teste χ2 de Pearson aos 
conjuntos de valores de minutos e de segundos com a finali-
dade de classificar as contas. Se o valor p retornado for alto, 
indica que os tweets são publicados com uma uniformidade 
não esperada de um humano. Os autores estimaram que 16% 
das contas ativas, na época, apresentaram alto grau de auto-
matização, ou seja, eram de socialbots. Pode-se inferir que o 
timestamp do tweet parece ser um atributo importante a ser 
considerado na classificação de socialbots.

Lee et al. [16] consideraram contas com 200 ou mais twe-
ets em uma base composta por mais de 5 milhões de tweets e 
40 mil contas. Assim como em outros estudos, os classifica-
dores baseados em árvores apresentaram os melhores resul-
tados, especialmente o Random Forests, com mais de 98% de 
acurácia em conjunto de dados dividido em 10 partições com 
CV. Seguindo a mesma linha baseada em árvore de decisão, 
Cresci et al., em três de seus trabalhos [17], [18] e [19], pro-
curaram detectar fake followers.

Em [18], foi empregado um classificador baseado em ár-
vore de decisão. Os demais estudos ([17] e [19]) contaram 
com mais quatro bases de dados que foram consolidadas em 
uma única base balanceada com 3.900 contas e mais de 2,75 
milhões de tweets. Estas contas pertenceram a socialbots e 
usuários legítimos em igual proporção. Novamente, o Ran-
dom Forests apresentou o melhor desempenho com 99% de 
acurácia.

O trabalho de Ferrara et al. [20] indica o nível de ati-
vidade automatizada de uma conta, através da utilização de 
um conjunto de algoritmos que processa 1.150 características 
(detalhadas em Varol et al. [21]). Os autores alegam terem 
alcançado o resultado de 95% AUROC em uma base de Lee 
et al. [16], composta por mais de 30 mil contas. Este método 
de detecção é utilizado pela aplicação web “Botometer” [22], 
a qual foi testada por Haustein et al. [23] para classificar con-
tas como socialbots e humanos. Os resultados destes testes 

mostraram que ambos os tipos de contas foram classificados 
incorretamente, onde os socialbots foram classificados como 
humanos, indicando uma tendência desta ferramenta a con-
siderar qualquer conta como humano. À luz da constatação 
de Haustein et al., foram realizados testes nesta ferramenta 
com os socialbots listados em [24] e [25]. Novamente, quase 
todos foram classificados como humanos.

A ferramenta de Ferrara et al. foi utilizada para classificar 
uma base de dados composta por até 3 mil contas coletadas, 
no trabalho de Varol et al. [21]. O resultado da ferramenta 
foi de 89% AUROC, enquanto que a classificação manual 
alcançou apenas 86% de acurácia. O trabalho de Gilani et al. 
[26] também submeteu contas manualmente classificadas a 
esta mesma ferramenta e reportam baixa acurácia (entre 40% 
e 60%).

Nove algoritmos de aprendizado de máquina foram uti-
lizados por Alarifi et al. [27] para classificar 3.020 contas 
manualmente rotuladas, em dois experimentos. O primeiro 
foi composto por duas classes (humano ou socialbot) e apre-
sentou valores de acurácia compreendidos entre 80% e 91%. 
Já o segundo experimento considerou três classes (humano, 
socialbot ou híbrida) com valores de acurácia variando de 
61% até 88%. Uma análise mais aprofundada dos trabalhos 
supracitados encontra-se em Pacheco [28].

Encontramos um único trabalho relacionado ao uso de 
lógica fuzzy para detecção de socialbots, Sadiq et al. [29], 
que utilizou lógica fuzzy e a comparou com outros classifica-
dores, como o “Botometer”, por exemplo. Vale ressaltar que 
este estudo, em particular, utilizou 3 mil contas de socialbots 
que foram compradas para comporem a base de dados de 
contas do Twitter. Esta abordagem para composição da base 
de dados pode ser considerada tendenciosa para a geração de 
modelos de detecção de socialbots, pois há uma prevalência 
de um mesmo tipo de socialbot na base.

3. Aquisição da base de dados
Foi utilizada uma nova base de dados no presente estu-

do, a Olympics, coletada no período pré-olímpico de 2016 
(Pacheco [28]). A escolha do tema possibilitou que fossem 
trabalhados com novos atributos, dados atuais e tweets em 
múltiplos idiomas. Por ser uma base nova, foi possível apli-
car a metodologia descrita em [7], que oferece garantia na 
qualidade da base de dados rotulada. Para coletar os dados de 
usuários e tweets, foi utilizada a API gratuita do Twitter [31] 
que contém uma série de limitações.

A metodologia [7] consiste em alguns passos, iniciando 
pela definição das opções de rótulos e de juízes que fazem 
a rotulação da base, que é dividida em subconjuntos para 
distribuição entre os juízes.  Então, a concordância entre os 
juízes é avaliada para cada subconjunto rotulado. Caso um 
subconjunto apresente um valor inferior a um limite (esco-
lhido pelo pesquisador), este subconjunto deve ser rotulado 
novamente por outros juízes ou, então, descartado. Para os 
subconjuntos com concordância satisfatória, são aproveita-
das apenas as contas para as quais há concordância na ro-
tulação. Ao final, é realizada a avaliação relativa dos juízes, 
atribuindo-lhes uma nota quantitativa.

Ao final do processo, foram coletadas 4.011 contas com 
perfil público. Após a filtragem de contas com 30 ou mais 
tweets, a base apresentou 3.825 contas para serem rotuladas. 
Os dados coletados compuseram uma base com mais de 10 
milhões de tweets. Para processar e consolidar estes dados, 



52    RMCT VOL.36 Nº2 2019REVISTA MILITAR DE CIÊNCIA E TECNOLOGIA

foram calculados e extraídos atributos estatísticos e de entro-
pia. Alguns trabalhos relacionados utilizaram, analogamente, 
alguns destes atributos quantitativos, como [18], [19], [1], 
[10] e [21].

O processo de rotulação foi feito através da metodologia 
descrita em [7]. As contas foram divididas em 18 conjuntos 
com 200 contas e 1 conjunto com 225 contas. Cada conjunto 
foi rotulado por 2 juízes. A concordância entre os juízes foi 
avaliada usando o índice Kappa de Cohen. Três conjuntos 
que tiveram o índice inferior a 0,30 foram reclassificados 
para se enquadrarem no critério de qualidade. Foram atri-
buídas notas aos juízes de acordo com sua contribuição [7]. 
Os dois juízes do melhor conjunto rotulado obtiveram notas 
0,416 e 0,280, respectivamente.

Uma vez identificados os melhores juízes, procurou-
-se extrair seu conhecimento por meio de entrevistas. As 
entrevistas foram conduzidas de maneira a permitir que os 
melhores juízes validassem o conhecimento prévio, contri-
buíssem com novos conhecimentos e elucidassem hipóteses 
e conhecimentos parciais. Desta forma, regras e conjuntos 
do Sistema Fuzzy puderam ser escritos e testados na base 
Olympics já rotulada. Por estas razões, a utilização da meto-
dologia contribuiu em três frentes: a qualidade dos dados que 
serviram para treinamento dos algoritmos de aprendizado de 
máquina, a criação de novos atributos (em função de critérios 
mencionados na entrevista) e a composição de regras e con-
juntos do Sistema Fuzzy.   

4. Sistema fuzzy para detecção de social-
bots

A metodologia utilizada permitiu a identificação dos me-
lhores juízes, que foram entrevistados e seu conhecimento 
formalizado em regras que compuseram um Sistema Fuzzy 
para detecção de socialbots. O maior desafio no processo da 
construção do sistema fuzzy foi o de transpor o conhecimento 
dos juízes que é representado por termos linguísticos infor-
mais para valores escalares no sistema. Por isso, a condução 
da entrevista por uma pesquisadora experiente foi fundamen-
tal para o sucesso da construção do Sistema Fuzzy.

O Sistema Fuzzy foi implementado na linguagem Java 
com a biblioteca jFuzzyLogic [32] e foi projetado com 16 va-
riáveis de entrada, 1 variável de saída e 28 regras. As regras 
mais simples, com apenas uma ou duas variáveis, foram as 
mais difíceis de serem identificadas, pois demandaram a con-
solidação de conhecimentos de várias fontes. O processo de 
composição das regras fuzzy incluiu abordagem empírica de 
observação e rotulação manual das contas, análise dos dados 
consolidados e extração do conhecimento dos juízes. 

Apesar dos dois melhores juízes apresentarem um nível 
de concordância próximo a 100%, a entrevista realizada com 
ambos revelou que suas percepções sobre as contas foram 
diferentes. Estes pontos de vista distintos enriqueceram as 
entrevistas, contribuindo para a criação de regras comple-
mentares, que melhoraram a precisão do Sistema Fuzzy. Este 
processo é análogo ao processo cognitivo de tomada de deci-
são do ser humano. 

Algumas opiniões de um juiz foram confirmadas pelo ou-
tro e isso facilitou o projeto das regras, como, por exemplo, 
a frequência de postagem de uma conta. Quando um usuário 
faz postagens intensivamente, é um indício de que se trata 
de um socialbot. Durante a codificação da regra, observou-
-se que a entropia do intervalo entre tweets é um indicador 

melhor do que o intervalo médio ou outras medidas estatís-
ticas. Quando o valor da entropia do intervalo entre tweets 
está abaixo de um determinado limiar, a conta é considerada 
um “socialbot”. Este é um típico exemplo de uma regra sim-
ples para inferência de um socialbot. As regras geradas e a 
definição dos atributos de entrada e saída encontram-se em 
Pacheco [28].

Outro exemplo é a razão entre a quantidade de seguidores 
de um usuário e a quantidade de contas que um usuário se-
gue. Quando esta razão é muito alta ou baixa demais, a conta 
pode pertencer a um “socialbot”. O critério de ser ‘alto’ é 
subjetivo e esclarecido, em parte, pela entrevista. O fato é 
que é extremamente difícil construir regras conclusivas. A 
combinação das regras é determinante para a classificação 
eficiente das contas. Para que isso aconteça, diversos aspec-
tos devem ser analisados e mapeados.

Ao final do processo de geração do Sistema Fuzzy, foi 
realizado um teste com uma base de dados balanceada com-
posta por 2.500 contas, com igual número de humanos e de 
socialbots, uma vez que a base Olympics é representativa e 
apresenta quantidades discrepantes de humanos e socialbots, 
o que pode gerar vieses em alguns algoritmos. Optamos por 
realizar o balanceamento desta base para contornar a rarida-
de da classe socialbot e evitar tais tendências, adicionando 
socialbots e reduzindo a quantidade de humanos, escolhidos 
dentre os melhores conjuntos rotulados. Os dados da base 
balanceada foram obtidos de três fontes distintas: 1.250 hu-
manos e 255 socialbots da base Olympics, 229 socialbots de 
Cresci et al. [19] e 766 socialbots de Lee et al. [16]. Desta 
maneira, a base rotulada (base Olympics) corresponde a 60% 
da base balanceada e todas as suas contas possuem 30 ou 
mais tweets coletados. 

Tab1: Matriz de confusão com acurácia do Sistema Fuzzy na 
classificação da base balanceada

Humano Socialbot Classificado como Acurácia

1.088 156 Humano 87,28%

162 1.094 Socialbot

O total de acertos do Sistema Fuzzy foi de 2.182 con-
tas, sendo 1.088 humanos e 1.094 socialbots corretamente 
classificados, conforme a matriz de confusão na Tabela 1. O 
percentual de acertos de socialbots superou o de humanos, o 
que mostra que o Sistema Fuzzy tende a classificar socialbots 
como “socialbots” e não como humanos, como é o caso de 
outras ferramentas já mencionadas.

5. Comitê de classificadores
Para estudar o uso do Sistema Fuzzy em conjunto com 

algoritmos de aprendizado de máquina, criamos um comitê 
de algoritmos para detecção de socialbots. Este comitê foi 
composto por quatro algoritmos de aprendizado de máquina 
e pelo Sistema Fuzzy apresentado na seção anterior. 

Os quatro algoritmos de aprendizado de máquina esco-
lhidos foram representantes de famílias distintas: Random 
Forests (RF), baseado em árvore de decisão [15]; Decision 
Table (DT) que constrói e utiliza um simples classificador 
de tabela de decisão [33]; Redes Neurais Artificiais (RNAs), 
com método de otimização BFGS para minimizar o erro da 
função de custo [34]; e o Fuzzy Unordered Rule Induction 
Algorithm (FURIA) proposto por Hühn e Hüllermeier [30] 
que aprende regras fuzzy a partir dos dados. 
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Tab 2: Matriz de confusão com acurácia dos algoritmos de apren-
dizado sobre a base balanceada

Algoritmo Humano Socialbot Classificado Acurácia

Random Forests
1.173 92 Humano

93,24%
77 1.158 Socialbot

Redes Neurais 
Artificiais

1.153 85 Humano
92,72%

97 1.165 Socialbot

Tabela de 
Decisão

1.153 117 Humano
91,44%

97 1.133 Socialbot

   FURIA
1.189 106 Humano

93,32%
61 1.144 Socialbot

Estes algoritmos foram escolhidos porque ajudaram na 
análise dos atributos que compuseram o Sistema Fuzzy cons-
truído e são representantes de técnicas bem diferentes entre 
si. Os resultados da Tabela 2 mostram o desempenho indivi-
dual de cada um dos algoritmos de aprendizado na base ba-
lanceada. Observamos que estes resultados são melhores do 
que o apresentado pelo Sistema Fuzzy (ver Tabela 1), onde o 
FURIA apresentou o melhor desempenho. Estes quatro algo-
ritmos foram implementados no framework Weka [35] com 
seus parâmetros padrão. 

Devido ao uso de validação cruzada levar um algoritmo 
a ter um desempenho maior quando comparado ao uso em 
conjuntos de treino e teste, optou-se por utilizar a segunda 
estratégia por ser a mais parecida com a utilização de um 
comitê de classificação de socialbots em um ambiente real. 
Para fins de avaliação do comportamento do comitê, todos 
os algoritmos utilizaram um conjunto de treino disjunto do 
conjunto de teste.

Para avaliar a contribuição positiva do Sistema Fuzzy ao 
comitê, foram testadas as seguintes variações do comitê: 

Comitê Original: os quatro algoritmos de aprendizado 
junto com o Sistema Fuzzy.

Variação 1: apenas os quatro algoritmos de aprendizado 
de máquina (empates foram considerados não-socialbots, 
que, neste caso, são humanos), sem o Sistema Fuzzy.

Variação 2: os mesmos quatro algoritmos, onde o FURIA 
(algoritmo com melhor acurácia) passou a ter peso 2. 

Tab 3: Matriz de confusão com acurácia de três versões do comitê 
na classificação da base balanceada

Comitê Humano Socialbot Classificado 
como Acurácia

Original
1.182 94 Humano

93,76%
68 1.156 Socialbot

Variação 1
1159 78 Humano

93,72%
91 1.172 Socialbot

Variação 2
1.179 94 Humano

93,64%
71 1.156 Socialbot

A matriz de confusão das três versões do comitê está na 
Tabela 3. A Tabela 4 apresenta outras métricas de desempe-
nho dos comitês e dos algoritmos individuais, mostrando que 
o seu desempenho superou os 90% nas métricas de preci-
são, abrangência e F1 em testes preliminares com validação 
cruzada. Mesmo apresentando a menor acurácia entre os al-
goritmos usados, o Sistema Fuzzy contribuiu positivamente 
para o comitê, pois a acurácia do comitê original superou a 
acurácia das duas variações. Conjecturamos que a contribui-
ção está relacionada ao fato do Sistema Fuzzy trabalhar com 
conhecimento humano formalizado, enquanto que os demais 
algoritmos trabalham com conhecimento obtido a partir dos 

dados (conhecimento induzido).

Tab4: Métricas dos algoritmos e comitês 

Algoritmo / Comitê Precisão Abrangência F1 Classe

Sistema Fuzzy
87,45% 87,04% 87,24% Humano

87,10% 87,52% 87,31% Socialbot

DT
90,79% 92,24% 91,51% Humano

92,11% 90,64% 91,37% Socialbot

RNAs
93,13% 92,24% 92,68% Humano

92,31% 93,20% 92,75% Socialbot

RF
92,73% 93,84% 93,28% Humano

93,77% 92,64% 93,20% Socialbot

FURIA
91,82% 95,12% 93,44% Humano

94,94% 91,52% 93,20% Socialbot

C. Variação 2
92,62% 94,32% 93,46% Humano

94,21% 92,48% 93,34% Socialbot

C. Variação 1
93,69% 92,72% 93,20% Humano

92,80% 93,76% 93,28% Socialbot

C. Original
92,63% 94,56% 93,59% Humano

94,44% 92,48% 93,45% Socialbot

6. Conclusões
O presente trabalho apresentou um comitê para detecção 

de socialbots composto por um Sistema Fuzzy e quatro algo-
ritmos de aprendizado de máquina. Os experimentos foram 
realizados em uma base de dados composta por 2.500 contas 
do Twitter, onde metade pertencia a humanos e a outra, a 
diversos tipos de socialbots. Esta base foi rotulada através 
da metodologia descrita em [7], a qual garantiu a qualidade 
dos dados. 

O Sistema Fuzzy foi desenvolvido a partir da obtenção do 
conhecimento dos melhores juízes que rotularam as contas. 
Este algoritmo foi o único a classificar de maneira equilibra-
da a quantidade de socialbots e de humanos, apresentando 
uma acurácia próxima a 87% para ambas as classes. A acurá-
cia do comitê foi maior do que a de cada um dos algoritmos 
que o compõem. Além disso, a acurácia do comitê foi maior 
com o Sistema Fuzzy do que sem o mesmo. Sendo assim, foi 
comprovado que a utilização do Sistema Fuzzy auxiliou no 
processo de classificação de socialbots, melhorando os re-
sultados do comitê. Pelas razões expostas, os sistemas fuzzy 
mostraram ser uma opção eficaz na detecção de socialbots 
aliados a outros algoritmos. A sua utilização neste contexto, 
assim como refinamentos em seus conjuntos, variáveis e re-
gras, pode ser melhor explorada em trabalhos futuros.

Todos os algoritmos contaram com uma análise prévia 
para a realização da escolha dos atributos e de seus parâme-
tros. Desta forma, todas as etapas garantiram a robustez dos 
modelos gerados dos algoritmos e, consequentemente, do 
referido comitê. Neste último, melhorias poderiam ser feitas 
com a adição de outros algoritmos e a variação do processo 
de tomada de decisão. 

As contribuições deste trabalho incluem: a aplicação da 
metodologia para construção de bases de dados rotuladas 
com qualidade garantida, proposta em [7], coletando uma 
nova base de dados com qualidade assegurada; o Sistema 
Fuzzy, a ser construído a partir de entrevistas com os melho-
res juízes; e o Comitê de classificadores, que inclui o Sistema 
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Fuzzy e algoritmos de aprendizado supervisionado.
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RESUMO: Em redes de nivelamento, os pesos das observações 
são geralmente dados pelo inverso do comprimento da respectiva 
seção. Esta abordagem é baseada em conjecturas de difícil 
garantia na prática dos levantamentos. Neste trabalho, um modelo 
estocástico alternativo que aproveita a característica de minimização 
do máximo resíduo absoluto do ajuste pela Minimização da Norma 
de Chebyshev com pesos unitários foi proposto para aplicação 
em redes sem outliers. Uma rede de nivelamento simulada sem 
outliers foi ajustada pelo Método dos Mínimos Quadrados com os 
modelos estocásticos usual e proposto. O ajustamento por Mínimos 
Quadrados com o modelo estocástico proposto apresentou menores 
resíduos absolutos máximo e mínimo. A média e o desvio padrão 
dos resíduos absolutos também foram menores. Além disso, 
ambos os conjuntos das precisões dos resíduos e dos parâmetros 
estimados obtiveram menor desvio padrão. Portanto, o método 
proposto parece promissor, pois forneceu resíduos absolutos 
menores e menos dispersos, e melhor homogeneidade de precisão 
dos parâmetros estimados.

PALAVRAS-CHAVE: Modelo estocástico. Resíduo absoluto. 
Norma de Chebyshev. Rede de nivelamento.

ABSTRACT: In leveling networks, observation weights are usually 
given by the inverse of the length of the respective section. This 
approach is based on assumptions of difficult assurance in the 
practice of surveys. In this work, an alternative stochastic model that 
takes advantage of the maximum absolute residual minimization 
characteristic of the Chebyshev Norm Minimization adjustment 
with unitary weights was proposed for networks without outliers. 
A simulated leveling network with no outliers were adjusted by 
the Least Squares method with the usual and with the proposed 
stochastic model. Least Squares adjustment with the proposed 
stochastic model provided lower absolute maximum and minimum 
residuals. The mean and standard deviation of the absolute 
residuals were also lower. In addition, both sets of precision of 
residuals and of estimated parameters obtained lower standard 
deviation. Therefore, the proposed method seems promising, as it 
provided smaller and less dispersed absolute residuals, and better 
precision homogeneity of the estimated parameters.

KEYWORDS: Stochastic model. Absolute residual. Chebyshev 
norm. Leveling network.

	

1. Introdução
O ajustamento das observações de redes de nivelamento 

é normalmente realizado pelo Método dos Mínimos Quadra-
dos (MMQ), que minimiza a soma dos quadrados dos ele-
mentos do vetor v dos resíduos do ajustamento, ponderados 
pela matriz P dos pesos das observações, sendo vT o vetor 
transposto de v (Eq. 1). Seus resultados são os mais prová-
veis, sob a premissa de somente erros aleatórios serem nor-
malmente distribuídos nas observações. 

			   (1)

A teoria de propagação de covariâncias do ajustamento 
pelo MMQ é bem consolidada na literatura, sendo possível 
estimar suas matrizes de variância e covariância (MVC) dos 
resíduos Ev e dos parâmetros estimados Ex. Maiores infor-
mações sobre o ajustamento pelo MMQ de redes geodésicas 
e sua respectiva teoria de propagação de covariâncias devem 
ser vistas em [1]. 

Os pesos das observações são usualmente dados pelo 
inverso do comprimento das respectivas seções de nivela-
mento. Porém, esta abordagem para o modelo estocástico 
do ajustamento, demonstrada matematicamente também por 
[1], é baseada em conjecturas de difícil garantia na prática 
dos levantamentos, como a utilização de equipamentos com 
a mesma precisão e adoção da mesma distância em todas as 
visadas da rede. 

Nos levantamentos de maiores dimensões, como de redes 
de nivelamento oficiais de países de grande área, é usual que 
várias seções sejam medidas simultaneamente, com diferen-
tes precisões e condições de calibragem entre os diversos 
equipamentos. A versão mais atual da Rede Altimétrica de 

Alta Precisão (RAAP) do Sistema Geodésico Brasileiro, por 
exemplo, possui cerca de 75.000 seções de nivelamento (ob-
servações) em seu ajustamento. 

Quanto ao comprimento das visadas, no caso brasileiro [2], 
propõe-se que o comprimento dessas seja de 60 m. Entretanto, é 
de se esperar que, para parte das visadas de uma rede, isso seja 
inviabilizado no terreno, por exemplo, por relevo acidentado ou 
obstáculos naturais, como rios cruzando a linha de nivelamen-
to. Assim, a própria legislação citada aceita que isto não seja 
estritamente seguido, desde que o comprimento da visada seja 
mantido num mesmo lance e não ultrapasse 100 m.

Por outro lado, o ajustamento pela Minimização da Nor-
ma de Chebyshev (MNC) envolve a minimização do máxi-
mo resíduo absoluto ponderado pelo peso da respectiva ob-
servação (Eq. 2), sendo p o vetor dos pesos das observações 
(independentes) e |v|, o vetor dos resíduos absolutos, e a mul-
tiplicação entre eles elemento a elemento. 

			   (2)

Sem colocar pesos para as observações, ou seja, adotan-
do-se pesos unitários para as mesmas, a MNC corresponde à 
minimização do Máximo Resíduo Absoluto (MRA) no ajus-
tamento. A solução da MNC é usualmente feita por progra-
mação linear. Para maiores detalhes sobre o ajustamento pela 
MNC com pesos unitários e sua solução por programação 
linear, caso dessa pesquisa, indica-se [3].

No contexto das redes geodésicas, a MNC já foi aplicada 
por [4] para o caso de uma rede de nivelamento geométrico. 
Foi adotado o modelo estocástico usual que trata os pesos das 
observações como inversamente proporcionais ao compri-
mento das respectivas seções de nivelamento. Naquela obra, 
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o autor sugere que o ajustamento pela MNC tem qualidade 
próxima à do MMQ.

Porém, diferentemente do MMQ, a MNC não possui uma 
respectiva teoria de propagação de covariâncias consolidada 
na literatura, essencial para uma análise acurada dos resulta-
dos do ajustamento de redes geodésicas. Assim, as matrizes 
Ex e Ev do ajustamento não foram avaliadas na obra men-
cionada.

Contudo, esse trabalho apresenta uma alternativa de mo-
delo estocástico para ajustamento pelo MMQ de redes de ni-
velamento no qual os pesos das observações são adaptados 
iterativamente de forma a propiciar a minimização do MRA, 
calculado anteriormente via MNC com pesos unitários. Espe-
ra-se que isto contribua para a desejável diminuição do MRA 
do ajustamento, sem abrir mão de consagradas vantagens do 
MMQ, incluindo a possibilidade de aferição da precisão dos 
resultados do ajustamento via propagação de covariâncias.

Entretanto, o ajustamento pela MNC, assim como no 
caso do MMQ, não é robusto, tendendo a distribuir erros de 
outliers entre as demais observações, o que dificulta também 
sua aplicação na identificação dos mesmos [3]. Assim, como 
o modelo estocástico alternativo será construído a partir de 
resultados do ajustamento pela MNC, propõe-se que o mes-
mo seja aplicado em redes nas quais possíveis outliers já fo-
ram devidamente tratados. 

2. Materiais e métodos
A rede simulada utilizada no experimento consta da Figu-

ra 1 e da Tabela 1. A altitude do ponto A foi considerada fixa 
(injunção fixa) e com valor hA=0. Assim, trata-se de uma rede 
com 20 observações e 10 pontos de altitudes a determinar, ou 
seja, o número de graus de liberdade é 10. As observações fo-
ram simuladas com somente erros aleatórios (sem outliers), 
cenário em que a aplicação do modelo estocástico alternativo 
é proposta. O desvio padrão σi adotado para as observações 
nas simulações é dado pela Eq. 3, sendo K (em km) o com-
primento da respectiva seção de nivelamento. 

Fig. 1 – Geometria da rede simulada.

Tab 1: Observações da rede simulada.

hi
C o m p . 
(km) Valor (mm) hi

C o m p . 
(km) Valor (mm)

h1 49 163836,2 h11 62 110227,3
h2 41 6441,5 h12 49 155920,1
h3 38 57046,3 h13 35 52882,0
h4 34 126213,0 h14 43 62896,2
h5 22 101126,5 h15 20 3890,0
h6 13 296883,3 h16 28 42702,6
h7 23 398012,4 h17 19 98894,8
h8 48 60452,9 h18 39 115778,7
h9 15 173717,0 h19 27 113228,8

h10 24 167266,0 h20 21 46428,0

				    (3)

O diagrama de atividades do método para construção do 
modelo estocástico alternativo proposto é apresentado na 
Fig.2. Inicialmente, a rede é ajustada pela MNC com pesos 
unitários para todas as observações, para que se compute o 
mínimo MRA da mesma. Em seguida, a rede é sucessiva-
mente ajustada pelo MMQ. Na primeira iteração do MMQ, 
também são atribuídos pesos iguais para as observações, ou 
seja, a matriz dos pesos P deve ser igual à matriz identidade 
I de mesmas dimensões multiplicada por um escalar k, para 
o qual se adotará o valor do inverso do quadrado do MRA. 
Assim, assume-se que o MRA é uma estimativa inicial para 
os desvios padrão relativamente consonante com a real qua-
lidade das observações.

Seja i o índice da i-ésima observação da rede. Nas itera-
ções seguintes, o peso das observações com módulo do resí-
duo |vi| superior ao MRA (somado a um nível de tolerância 
cem vezes menor que a última casa decimal das observações 
da rede) é incrementado conforme Eq. 4, sendo pni o novo 
peso e pai o anterior. O procedimento se encerra quando o 
módulo de todos os resíduos da rede se tornar menor ou igual 
ao MRA calculado via MNC.

Fig. 2 – Diagrama de atividades da construção do modelo estocás-
tico alternativo proposto.
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				    (4)

Ao se iniciar com pesos iguais, deixa-se que a consistência 
interna do próprio conjunto de observações (sem a interferência 
de pesos usuais que podem estar mal dimensionados) desenca-
deie a construção do modelo estocástico a ser adotado. Em segui-
da, as adaptações iterativas dos pesos visam à obtenção de uma 
determinada característica no resultado do ajustamento, no caso, 
o MRA mínimo.

A desvantagem é que esta ponderação dificilmente reflete a 
realidade da rede. Neste caso o ajustamento das observações é 
obtido única e exclusivamente em função dos dados de campo e 
da configuração geométrica da rede. Logo, os resultados obtidos 
não necessariamente conduzem a uma solução ótima, uma vez 
que o modelo estocástico foi simplificado.

Para avaliação, a rede de nivelamento foi ajustada pelo 
MMQ com o modelo estocástico usual (pesos pelo inverso do 
comprimento das seções) e com o modelo estocástico alternativo 
proposto construído pelo procedimento da Fig. 2. Nesse contex-
to, seja |v| o vetor do valor absoluto dos resíduos, e Sx e Sv, o das 
precisões dos parâmetros estimados e dos resíduos no ajustamen-
to pelo MMQ, respectivamente. Essas precisões correspondem 
às raízes quadradas dos elementos da diagonal principal de Ex e 
Ev, respectivamente. 

Foram comparadas a média, o desvio padrão, a máxima e a 
mínima magnitude, e a diferença entre essas duas últimas dos 
elementos dos vetores |v| de cada um dos ajustamentos. A média 
e o desvio padrão dos elementos de Sx e Sv também foram anali-
sados. Os menores valores para cada uma dessas métricas foram 
considerados mais desejáveis para o ajustamento. 

O experimento foi conduzido no software Octave [5], versão 
4.4.1. A solução da MNC por programação linear foi feita pelo 
método SIMPLEx, com a formulação apresentada por [3], utili-
zando, para tal, a rotina glpk do mesmo software. O leitor pode 
contatar os autores para obter o código do experimento.

3. Resultados e discussão
 Seguindo o procedimento da Fig. 2, o MRA calculado 

no ajustamento pela MNC para a rede foi de 7,00 mm. A Ta-
bela 2 mostra o vetor dos resíduos v desse ajustamento. Nela 
se pode verificar também que 11 dos 20 resíduos absolutos 
obtiveram valor igual ao próprio MRA da rede. De fato, essa 
repetição de resíduos absolutos iguais ao MRA é uma pro-
priedade do ajustamento pela MNC com pesos iguais. Maio-
res detalhes sobre tal propriedade podem ser vistas em [3]. 

Isso reforça a questão da deficiência de robustez da 
MNC, que dificulta sua aplicação antes do tratamento dos 
outliers da rede. Além de o possível outlier distribuir seu 
erro pelas outras observações, seu resíduo será igual ao de 
diversas outras “boas” observações, tornando inviável a sua 
identificação.

Tab 2: Resíduos do ajustamento pela MNC.

vi
V a l o r 
(mm) vi

V a l o r 
(mm) vi

V a l o r 
(mm) vi

V a l o r 
(mm)

v1 1,50 v6 2,60 v11 -5,10 v16 2,70

v2 7,00 v7 -7,00 v12 7,00 v17 -7,00
v3 -7,00 v8 4,80 v13 -7,00 v18 -5,40
v4 -7,00 v9 -7,00 v14 2,10 v19 -7,00

v5 -7,00 v10 -4,50 v15 7,00 v20 -1,50

Prosseguindo, o modelo estocástico alternativo proposto foi 
obtido após 26 iterações de ajustamento pelo MMQ. O peso 
inicial adotado para todas as observações foi de 2,04*10-2 mm-2 
(inverso do quadrado do MRA). Como as observações da rede 
analisada (em milímetros) possuem 1 casa decimal, a tolerância 
adotada na comparação dos resíduos absolutos com o MRA foi 
de 10-3 milímetros. A Tabela 3 mostra os pesos pi construídos para 
as observações no modelo estocástico alternativo proposto. Vale 
notar que o peso inicial foi mantido para 17 das 20 observações. 

Para comparação, a rede simulada foi ajustada pelo MMQ 
com o modelo estocástico usual (MEU) e com o modelo es-
tocástico proposto (MEP). A Tabela 4 e a Tabela 5 listam os 
resíduos desses ajustamentos, respectivamente. Pode-se ob-
servar que somente duas observações (11 e 16) apresentaram 
resíduos com sinais diferentes entre os ajustamentos. 

Tab 3: Pesos das observações no modelo proposto.

pi Valor (mm-2) pi Valor (mm-2) pi
V a l o r 
(mm-2) pi

V a l o r 
(mm-2)

p1 2,04*10-2 p6 2,04*10-2 p11 2,04*10-2 p16 2,04*10-2

p2 2,32*10-2 p7 2,04*10-2 p12 4,07*10-2 p17 3,98*10-2

p3 2,04*10-2 p8 2,04*10-2 p13 2,04*10-2 p18 2,04*10-2

p4 2,04*10-2 p9 2,04*10-2 p14 2,04*10-2 p19 2,04*10-2

p5 2,04*10-2 p10 2,04*10-2 p15 2,04*10-2 p20 2,04*10-2

Tab 4: Resíduos do ajustamento pelo MMQ com o MEU.

vi
Valor 
(mm) vi

Valor 
(mm) vi

Valor 
(mm) vi

Valor 
(mm)

v1 6,64 v6 1,56 v11 -1,21 v16 1,99
v2 7,39 v7 -2,05 v12 10,42 v17 -5,39
v3 -5,20 v8 -1,48 v13 -1,73 v18 2,57
v4 -5,65 v9 -0,92 v14 4,80 v19 -2,87
v5 -1,02 v10 1,20 v15 3,55 v20 3,38

Tab 5: Resíduos do ajustamento pelo MMQ com o MEP.

vi
V a l o r 
(mm) vi

V a l o r 
(mm) vi

Va l o r 
(mm) vi

V a l o r 
(mm)

v1 5,86 v6 3,18 v11 0,25 v16 -0,30
v2 7,00 v7 -2,64 v12 7,00 v17 -7,00
v3 -7,00 v8 -0,55 v13 -1,36 v18 0,91
v4 -6,41 v9 -1,64 v14 2,77 v19 -4,00
v5 -3,22 v10 0,85 v15 3,69 v20 4,14

A Tabela 6 compara os valores máximo, médio, mínimo, 
a diferença entre o máximo e o mínimo, e o desvio-padrão 
dos elementos de |v| para os ajustamentos pelo MMQ com 
o MEU e com o MEP. Em destaque aparecem os valores 
mínimos dentre os ajustamentos para cada métrica analisada. 
Como era de se esperar, o ajustamento com modelo 
estocástico proposto apresentou MRA (Máximo Elemento 
de |v|) inferior, pois nele os pesos das observações foram 
construídos de forma a implicar isso. 

Tab 6: Comparação de estatísticas dos elementos de |v| no ajusta-
mento pelo MMQ com o MEU e com o MEP

Métrica comparada MEU MEP
Máximo (|v|) 10,42 mm 7,00 mm
Média (|v|) 3,55 mm 3,49 mm
Mínimo (|v|) 0,92 mm 0,25 mm
Máximo (|v|) – Mínimo (|v|) 9,50 mm 6,75 mm
Desvio padrão (|v|) 2,57 mm 2,47 mm
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A média, o valor mínimo, o desvio padrão e o interva-
lo entre o valor máximo e o mínimo dos resíduos absolutos 
também foram diminuídos. Isso mostra que, em média, os 
resíduos absolutos foram menores e menos dispersos, o que 
também pode ser considerado desejável. 

Com fatores de variância a posteriori de 1,06 e 0,94 para 
o MMQ com o MEU e com o MEP, respectivamente, ambos 
os ajustamentos foram aprovados no Teste Qui-Quadrado bi-
caudal ao nível de significância de 5%.  

A Tabela 7 apresenta a média e o desvio padrão dos ele-
mentos de Sv e Sx. O desvio padrão dos elementos dos veto-
res Sv e Sx foi menor que o equivalente com o MEU. Assim, 
o ajustamento pelo MMQ com o MEP gerou precisão dos 
resíduos e dos parâmetros estimados mais homogêneos que 
aqueles com o modelo usual. Em contraponto, os resultados 
do MMQ com o MEU apresentaram valor médio dos ele-
mentos de Sv e de Sx relativamente menores, apesar disso 
não significar que são necessariamente mais realistas. 

Tab 7: Comparação de estatísticas dos elementos de Sv e Sx no 
ajustamento pelo MMQ com o MEU e com o MEP

Métrica comparada MEU MEP
Média (Sv) 4,13 mm 4,65 mm
Desvio padrão (Sv) 1,36 mm 0,63 mm
Média (Sx) 5,15 mm 5,85 m
Desvio padrão (Sx) 0,91 mm 0,70 m

4. Conclusão
Nesse trabalho, um modelo estocástico alternativo que 

aproveita a característica de minimização do MRA do ajus-
tamento pela MNC com pesos iguais foi proposto para o 
ajustamento de redes de nivelamento pelo MMQ. Isso foi 
motivado pela difícil garantia das conjecturas do modelo es-
tocástico usual na prática dos levantamentos. O modelo usu-
al adota pesos pelo inverso do comprimento das respectivas 
seções de nivelamento. 

Apesar do modelo proposto provavelmente também não 
refletir a realidade da rede, ele ocasionou resultados no mí-
nimo interessantes, que podem ser considerados desejáveis, 
quando aplicado no ajustamento pelo MMQ de uma rede de 
nivelamento simulada. Como a MNC não é robusta e o mo-
delo estocástico alternativo é construído a partir de resulta-

dos do ajustamento pela MNC, propõe-se que o mesmo seja 
aplicado em redes nas quais possíveis outliers já foram devi-
damente tratados.  

O ajustamento pelo MMQ com o modelo estocástico pro-
posto obteve sucesso em implicar na minimização do MRA 
em relação ao MMQ com o modelo usual. Além disso, houve 
uma diminuição no valor médio, no valor mínimo e no des-
vio padrão dos resíduos absolutos, e também na diferença 
entre o máximo e o mínimo resíduo absoluto. Ou seja, além 
de menores (em módulo) em geral, os resíduos tiveram uma 
menor dispersão.

Da análise da propagação de covariâncias no ajustamento 
pelo MMQ, o modelo proposto gerou precisão dos resíduos 
e dos parâmetros estimados com menor desvio padrão em 
relação àqueles do MMQ com pesos usuais. Isso pode ser 
aproveitado para implantação de redes de nivelamento com 
qualidade mais homogênea entre seus vértices.  

O modelo estocástico proposto foi aplicado a uma rede 
de nivelamento, mas pode ser testado em outros tipos de re-
des geodésicas e no ajustamento de observações em geral, 
nas diversas áreas do conhecimento. Ademais, o método 
para construção do modelo utilizou em uma de suas etapas 
a MNC, um método de ajustamento das observações ainda 
pouco explorado na literatura geodésica. Em trabalhos futu-
ros, outras possíveis aplicações da MNC no ajustamento de 
redes geodésicas podem ser investigadas.

Sugere-se ainda que modelos estocásticos que impliquem 
em outras possíveis características (além do MRA mínimo 
visto) para os resultados do ajustamento sejam propostos. 
Pode-se buscar a minimização da média dos resíduos e da 
precisão dos parâmetros estimados, por exemplo, em traba-
lhos futuros.
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