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RESUMO

Este trabalho propbe a implementag¢Go de uma solugdo
que utiliza a técnica de Retrieval Augmented Generation
(RAG) em Large Language Models (LLMs) privados, com
base na plataforma Open Web Ul e integrando-se ao
Ollama como motor de LLM. Para este projeto, o escopo
foi delimitado em legislagcbes de Proteg¢do Cibernética
com o objetivo de fornecer respostas precisas e concisas
a consultas especificas, integrando dados extraidos de
documentos relevantes, sejam publicos, como leis e
normas, ou privados, como politicas de seguranga e
planos de gestdo de riscos. As principais ferramentas
usadas incluem o Open Web Ul para a orquestragdo de
fluxos de recuperagdo e geragdo de texto, Ollama para
prover o LLM privado de modo seguro e eficiente, Built-in
Embeddings para a cria¢io de representagdes vetoriais
do conteudo, e ChromaDB para o armazenamento e
recuperacdo eficiente desses vetores. A técnica RAG
permitird que o modelo de linguagem recupere
informagdes especificas dos documentos carregados,
melhorando a precisdo e o contexto das respostas. A
fonte de dados utilizada para o processo de RAG é
ajustdvel, permitindo a adaptagdo para diferentes
realidades e contextos, o que torna a solugdo flexivel e
aplicavel a diversos cendrios. O projeto visa fornecer uma
solugdo prdtica para a implementag¢do da técnica RAG
com uso de LLMs privados.
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1. INTRODUGAO

A revolugdo tecnolégica vivenciada nas
ultimas décadas, com o crescimento
exponencial de dados e a crescente
dependéncia de sistemas digitais em

praticamente todos os setores da sociedade, trouxe
novos desafios em termos de protecdo da informagao.
Com a expansdo desse universo digital, a seguranca

cibernética emergiu como uma necessidade
fundamental, tanto para organizagbes publicas
quanto privadas. A protecdo dos dados pessoais e

a prevencdo de ataques cibernéticos sdo elementos
centrais nesse contexto, exigindo que as empresas e
os governos se adaptem constantemente as novas
regras e regulamentacdes.

Nesse cenario, as ferramentas de
processamento de linguagem natural (Natural
Language Processing - NLP), como os modelos
de linguagem de grande escala (LLMs), tém

ganhado destaque pela capacidade de manipular
grandes volumes de dados e oferecer respostas

rapidas e  contextualmente adequadas. No
entanto, esses modelos, como os GPTs,
apresentam limitagBes importantes,

especialmente no que diz respeito a capacidade de
acessar informacgdes atualizadas e especificas, uma vez
que sdo treinados com base em dados que podem
estar desatualizados ou ndo abrangem
legislagbes recentes. Além disso, a seguranga e a
confidencialidade das informagoes sdo fatores criticos
quando lidamos com dados sensiveis.

Para enfrentar esses desafios, a técnica de
Retrieval Augmented Generation (RAG) surge
como uma solugdo promissora. Essa técnica
combina a geragdo de texto, proépria dos
modelos de linguagem, com a recuperagdo de
informagBes  especificas, permitindo que o
modelo acesse bases de dados relevantes e
atualizadas no momento da consulta. Isso
garante que o sistema ofereca respostas mais
precisas e contextualizadas, mesmo em situagdes em
que os dados armazenados localmente sdo sensiveis
ou confidenciais. No caso deste trabalho, a
técnica serd aplicada em um modelo de linguagem
privado, garantindo a prote¢do das informacdes e a
seguran¢a no manuseio dos dados.

0] presente trabalho propde a
implementagdo de um sistema que utiliza a
técnica de Retrieval Augmented Generation

(RAG) em GPTs privados para processar, como
delimitagdo do escopo, as legislagbes de
Protecdo Cibernética. O uso de LLMs privados, ao invés
de servigos baseados em nuvem ou modelos
publicos, é justificado pela necessidade de manter a
confidencialidade das informagGes processadas.

Neste projeto, a plataforma Open Web Ul foi
escolhida como base para integrar as
ferramentas necessarias para o desenvolvimento de
um fluxo eficiente de recuperagao de
informagdes e processamento de documentos. As
ferramentas usadas incluem o Ollama, que fornece

o modelo de LLM privado de maneira segura, e
outras bibliotecas adaptadas para trabalhar com
dados vetoriais utilizando técnicas



embutidas do Open Web Ul, que permite criar
representacdes vetoriais diretamente a partir
dos dados processados.

A implementagdo do sistema sera
realizada com o uso do Open Web Ul, uma
plataforma flexivel que facilita a integragdo com
tecnologias modernas como Node.js, Express e
React, para a construcdo de interfaces e
sistemas baseados em modelos de linguagem. O
Open Web Ul também simplifica o
gerenciamento de fluxos de processamento de
documentos, a0 mesmo tempo que mantém a
seguranca e confidencialidade necessarias.

A técnica de RAG é fundamental para
que o modelo de linguagem recupere
informagdes diretamente dos documentos
carregados, com foco nas leis e
regulamentacdes de Protecdo Cibernética. Isso
garante que as respostas oferecidas pelo
sistema sejam precisas e estejam em
conformidade com as legislacbes vigentes, o
que ¢é especialmente importante para
profissionais de seguranca cibernética que
precisam acessar normas legais e técnicas de
forma agil e eficiente.

A integracdo com documentos em
formato PDF permite que o sistema processe
um grande volume de legislagdes de maneira
estruturada. A geracdo de representacdes
vetoriais do conteldo, realizada com técnicas
embutidas no Open Web Ul, e o
armazenamento eficiente em um banco de
dados vetorial, como o ChromaDB, asseguram
que o sistema possa acessar rapidamente as
informagBes relevantes no momento da
consulta.

A escolha da aplicacao de GPTs privados
também ¢é estratégica. Em cendrios onde a
confidencialidade e a precisdo sdo
fundamentais, o uso de modelos de linguagem
publicos ou hospedados em servidores

externos pode nao ser adequado, devido ao
risco de vazamento de dados sensiveis. O uso
de um sistema privado garante que o controle
sobre os dados seja mantido pela proépria
organizacao ou equipe de seguranca da
informacdo, o que é essencial em muitos
contextos corporativos e governamentais.

Em suma, este trabalho busca contribuir
com o desenvolvimento de ferramentas
avangadas para a recuperagdio e O
processamento de informag¢des em ambientes
de seguran¢a cibernética, explorando as
potencialidades de RAG em GPTs privados. Ao
integrar tecnologias de processamento de
documentos, geracdo de vetores e recuperagao
de dados, o sistema proposto promete oferecer
uma solu¢do eficaz e segura para 0 acesso
rapido a legislacbes de Prote¢do Cibernética,
atendendo as demandas atuais de profissionais
gue atuam nessa drea critica. A implementacao
e o teste dessa solucdo fornecerdo insights
valiosos sobre os desafios e as oportunidades
envolvidas no uso de técnicas avancadas de NLP
em cendrios que exigem alta seguranca e
precisao.

1.1 CONTEXTUALIZAGAO DO ESTUDO

Com o aumento do volume de dados e a
necessidade de informacbes precisas e
atualizadas, o uso de técnicas avangadas de
recuperacado de dados e geracdo de texto estd
se tornando cada vez mais essencial em
diversos setores, especialmente naqueles que
lidam com informagdGes sensiveis, como o setor
de Protecdo Cibernética. Um desafio constante
é como garantir que grandes modelos de
linguagem, como os GPTs, possam acessar
informagdes confidenciais sem comprometer a
segurancga dos dados. A técnica de Retrieval
Augmented Generation (RAG) oferece uma
solug¢do ao permitir que modelos de linguagem
acessem informacgdes especificas armazenadas
em bases de dados privadas, combinando a
geragao de texto com a recuperagdo de
documentos relevantes. Este trabalho busca
implementar um sistema que explore o
potencial do RAG em um contexto pratico de
seguranga da informacgdo, utilizando como
delimitagdo do escopo as legislacdes de
Protegao Cibernética.

1.2 JUSTIFICATIVA

A crescente demanda por seguranga
cibernética eficaz, tanto em organiza¢des
publicas quanto privadas, exige que
informagdes relevantes e atualizadas estejam




disponiveis de maneira agil e precisa. As
legislagbes de Protegdo Cibernética, que sao
frequentemente atualizadas e adaptadas,
precisam ser acessadas com eficiéncia por
profissionais da drea, que demandam
respostas rdpidas e contextualizadas. A
aplicacdo de GPTs em cendrios onde essas
informagdes sdo cruciais apresenta um
desafio: garantir que as respostas do modelo
sejam baseadas em dados especificos e
restritos, ao invés de depender apenas do
conhecimento generalizado adquirido durante
o treinamento. A técnica RAG, quando
aplicada em GPTs privados, permite que o
modelo acesse dados confidenciais de maneira
segura, oferecendo um valor significativo em
ambientes onde a precisdo da informacgdo é
crucial. Este trabalho justifica-se pela
necessidade de se explorar e documentar a
implementa¢do de uma solugdo pratica e
segura para esse tipo de problema.

1.3 DEFINICAO DO PROBLEMA DE PESQUISA

A principal questdo abordada neste
trabalho é como garantir que um modelo de
linguagem, como os GPTs, possa fornecer
respostas precisas e seguras, baseadas em
uma base de dados escolhida. No caso desse
trabalho, foi escolhido como escopo as
legislagbes de Protecdo Cibernética, utilizando
LLMs privativos para nao comprometer a
confidencialidade dos dados. O desafio é
combinar a geragdo de texto com a
recuperacao de informacgdes especificas de
documentos, garantindo que o modelo acesse
apenas as fontes relevantes e selecionadas ao
contexto da pergunta feita, tudo de maneira
eficiente e segura.

1.4 OBJETIVOS DA PESQUISA

O objetivo geral deste trabalho ¢é
implementar um  Assistente  Virtual em
Legislacdo de Protecdo Cibernética. A solugdo
utiliza a técnica de Retrieval Augmented
Generation (RAG) para permitir que um modelo
de linguagem forneca respostas precisas
baseadas em legislagbes de Protegdo
Cibernética. Os objetivos especificos sao:

1. Integrar o0 carregamento de
documentos em PDF contendo legislagdes

diretamente no sistema do Open Web Ul,
utilizando seu pipeline adaptado para
processamento eficiente de arquivos.

2. Implementar a divisdao automatizada
dos documentos em fragmentos de tamanho
adequado, de acordo com as capacidades de
ingestdao de dados do Open Web Ul, para
facilitar a indexacdo e recuperagdo de
informacodes.

3. Gerar representa¢des vetoriais do
conteudo usando técnicas nativas do Open Web
Ul para embeddings e armazena-las em um
banco de dados vetorial, como o ChromaDB.

4. Configurar um sistema de
recuperagdo de informagdes baseado em
consultas, que permita ao modelo LLaMA 70b

gerar respostas precisas com base nos
documentos carregados.
5. Desenvolver um prompt

customizado dentro da plataforma que garanta
que as respostas geradas sejam concisas e
diretamente relacionadas a pergunta,
mantendo a precisao e conformidade com as
legislagdes.

1.5 ESTRUTURA DO CONTEUDO ESCRITO

O trabalho serd estruturado da seguinte
forma:

1. Introdugdo — Apresenta o contexto,
justificativa, definicdo do problema e os
objetivos do trabalho.

2. Desenvolvimento — Discute o0s
principais conceitos relacionados a Retrieval
Augmented Generation (RAG), modelos de
linguagem privados e a aplicagdo do Open Web
Ul, Ollama, e outras bibliotecas envolvidas no
projeto.

3. Metodologia — Descreve em detalhes
a implementacao do sistema, incluindo as
ferramentas, bibliotecas e estratégias adotadas,
com énfase no uso do Open Web Ul para
integracdo e recuperacdo de informacdes.

4. Resultados e Discussao — Apresenta
os resultados obtidos na implementac¢do, além
de discutir as vantagens e desafios da
abordagem utilizando o Open Web Ul em
comparagao a outras solugdes.

5. Conclusao — Resume o0s principais
pontos do trabalho e sugere possiveis melhorias
e dire¢cBes para pesquisas futuras, incluindo
potencial expansao do uso do Open Web Ul
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para outras areas de legislacdo e seguranca
cibernética.

2. DESENVOLVIMENTO

Nesta se¢do, detalharemos as etapas
seguidas na implementagcao do sistema de
Retrieval-Augmented Generation (RAG)
aplicado ao processamento de legislagbes de
Protegao Cibernética. O objetivo principal foi
construir um sistema eficiente e seguro, capaz
de fornecer respostas precisas a perguntas
feitas sobre legislagdes, utilizando documentos
em formato PDF e garantindo a
confidencialidade dos dados processados. As
tecnologias principais utilizadas foram o Open
Web Ul e o0 Ollama.

2.1 ARQUITETURA DO SISTEMA

A arquitetura do sistema RAG foi
desenhada para processar grandes volumes de
documentos de legislacdes, transformd-los em
representagdes vetoriais, armazend-los em um
banco de vetores, e permitir a recuperagao
eficiente de informagdes para responder a
consultas especificas. O fluxo do sistema foi
organizado nas seguintes etapas:

1. Carga e processamento dos
documentos: Os documentos em formato PDF,
que contém legislacbes de Protecdo
Cibernética, sdo carregados diretamente pelo
pipeline nativo do Open Web Ul. A ferramenta
realiza a divisdo automdtica dos documentos
em fragmentos, permitindo a manipulagdo de
trechos menores para facilitar a recuperacao
posterior.

2. Geragdo de embeddings: Cada
fragmento de texto é transformado em
representacoes vetoriais (embeddings)
utilizando a estrutura interna do Open Web Ul.
Esses embeddings codificam o significado
semantico dos fragmentos e sdo fundamentais
para a busca eficiente de informagdes no
sistema.

3. Armazenamento vetorial: Os
embeddings gerados sao armazenados no
ChromaDB, um banco de dados vetorial
otimizado para lidar com grandes volumes de

dados. Ele permite a recuperacdo rdpida e
eficiente de fragmentos relevantes quando uma
consulta é feita, oferecendo uma busca
semantica robusta.

4. Recuperacdo de informacles e
geracdo de respostas: Quando uma consulta é
realizada, o sistema busca nos documentos
carregados os fragmentos mais relevantes
utilizando sua técnica de recuperagdo de
informagdes integrada. O modelo LLaMA 70b,
conectado ao pipeline, gera uma resposta com
base nos fragmentos recuperados, garantindo
gque o conteudo seja contextualizado e
diretamente relacionado a consulta feita.

2.2 IMPLEMENTAGCAO DO SISTEMA

A implementagdo do sistema foi
realizada utilizando o Open Web Ul, uma
plataforma robusta para integracao de grandes
modelos de linguagem com sistemas de
recuperagao de informagdes. A escolha desta
ferramenta se deve a sua eficiéncia em
processamento de linguagem natural e a sua
capacidade de lidar com grandes volumes de
dados legais de forma organizada. Abaixo estdo
detalhados  os  principais componentes
implementados no sistema:

2.2.1 CARREGAMENTO E DIVISAO DE
DOCUMENTOS

A primeira etapa do processo foi o
carregamento dos documentos de legislagdes
em formato PDF, utilizando o Open Web Ul, que
possui suporte nativo para processamento de
PDFs com OCR embutido. Os documentos foram
processados e divididos em fragmentos de texto
utilizando o seu préprio sistema interno de
embeddings para armazenar e organizar 0s
vetores resultantes. A divisdo dos documentos
foi realizada de forma eficiente, utilizando as
ferramentas internas da plataforma para
garantir que o conteudo fosse segmentado de
maneira otimizada para a recuperagao de
informacdes futuras. Assim, ao receber como
entrada um diretdrio contendo arquivos PDF, o
resultado é uma colecdo de fragmentos
vetorizados e organizados, prontos para
consulta e processamento.
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Na imagem abaixo podemos verificar a
memodria da GPU sendo preenchida pelo
modelo do LLaMA 70b para gerar a resposta
para uma pergunta.

FIGURA 1 — Mem©dria de video sendo ocupada
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Fonte: os autores.

2.2.2 GERAGAO DE EMBEDDINGS

Apds dividir os documentos, cada
fragmento foi transformado em uma
representacdo vetorial utilizando técnicas

nativas de embeddings configuradas no Open
Web Ul. Essa técnica garante a recuperacdo
semantica, permitindo que as informagdes
relevantes sejam encontradas com precisao
durante as consultas.

Ainda nesta etapa, os embeddings
foram armazenados no ChromaDB, um banco
de dados especializado em persisténcia e
recuperacdao de dados vetoriais. O ChromaDB
permite que os vetores sejam consultados de
maneira eficiente, garantindo respostas rapidas
e precisas.

Na imagem abaixo, podemos verificar o
aplicativo realizando o embedding de um
arquivo PDF para ser utilizado no contexto da
resposta.

2.2.3 RECUPERACAO E GERACAO DE
RESPOSTAS

Apds o armazenamento dos embeddings
no ChromaDB, o sistema permite a realizagdo
de consultas utilizando a técnica de Retrieval-
Augmented Generation (RAG). Quando uma
consulta é feita, o Open Web Ul utiliza seu
sistema de embeddings para recuperar os
fragmentos de texto mais relevantes dos

documentos  previamente
armazenados no ChromaDB.

processados e

Em seguida, o modelo LLaMA, integrado
a plataforma, processa essas informagGes
recuperadas para gerar uma resposta precisa e
contextualizada, combinando o poder do
modelo de linguagem com o conteudo relevante
extraido dos documentos. Esse processo garante
que as respostas fornecidas sejam baseadas
tanto no conhecimento do modelo quanto nas
informacdes contidas nas legislacdes e
documentos carregados, resultando em uma
interagdo mais eficiente e precisa.

FIGURA 2 — Drag-and-drop

Adicionar Arquivos

Fonte: os autores.

FIGURA 3 — RAG funcionando gerando casos hipotéticos
baseado no documento enviado

Fonte: os autores.

FIGURA 4 — Continuagdo da FIGURA 3 sobre o RAG

i n° 12.737/2012 com casos ficticios:

Fonte: os autores.
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2.3 REVISAO DA LITERATURA

A técnica de Retrieval-Augmented
Generation (RAG) é uma inovagdo significativa
no campo do Processamento de Linguagem
Natural (NLP), que combina a recuperagdo de
informagdes com a geragcdo de texto,
oferecendo respostas mais contextuais e
precisas a partir de grandes volumes de dados.
Introduzida por Patrick Lewis et al. (2020), a
técnica RAG visa resolver as limitacbes dos
modelos de linguagem como GPTs, que,
embora poderosos, dependem de dados
estaticos e podem estar desatualizados quando
consultados sobre informacdes recentes ou
especificas.

Lewis et al. (2020) propuseram o uso de
RAG em modelos de linguagem para acessar
bases de dados externas em tempo real,
permitindo a recuperagdao de documentos
relevantes que sao usados como contexto
adicional na geracdao de respostas. Essa
abordagem combina os pontos fortes da
recuperagdo tradicional de informagdes
(Information Retrieval - IR) com a geragao de
texto, criando um sistema mais robusto para
consultas que exigem precisdao e conhecimento
atualizado.

De acordo com Lewis et al. (2020):

A técnica de Retrieval-Augmented
Generation (RAG) é uma inovagdo
significativa no campo do Processamento
de Linguagem Natural (NLP), combinando
a recuperacdo de informacbes com a
geracdo de texto para fornecer respostas
mais contextuais e precisas. (LEWIS et al.,
2020, p. 12).

O trabalho de Guu et al. (2020), que
introduziu o modelo REALM (Retrieval-
Augmented Language Model), também
contribuiu significativamente para esse campo,
ao mostrar como a recuperac¢ao de informacgées
pode ser integrada diretamente no pré-
treinamento de modelos de linguagem. Essa
abordagem garantiu que o modelo pudesse
buscar informagdes relevantes em uma base de
dados durante a inferéncia, melhorando a
precisao e relevancia das respostas geradas.

Além disso, o uso de embeddings para

melhorar a recuperagdao semantica em sistemas
de RAG tem sido amplamente estudado.
Modelos como o BERT (Bidirectional Encoder
Representations from Transformers),
introduzido por Devlin et al. (2019), e o GPT-3,
de Brown et al. (2020), foram fundamentais
para o desenvolvimento de embeddings
poderosos que capturam o significado
contextual das palavras. Esses embeddings sao
essenciais para o sucesso de RAG, uma vez que
permitem que as consultas sejam comparadas
semanticamente com 0s documentos
armazenados no vector store, facilitando a
recuperacao de informacdes relevantes.

A técnica Dense Passage Retrieval (DPR),
abordada por Min et al. (2021), também ¢é
crucial para sistemas de RAG, permitindo que a
recuperagao de documentos relevantes seja
feita de maneira eficiente, mesmo em grandes
bases de dados. O DPR utiliza embeddings
densos para melhorar a busca de passagens
relevantes, uma abordagem que se mostrou
superior a métodos de recuperacgao tradicionais
baseados em palavras-chave.

No entanto, apesar do sucesso dessas
abordagens, existem lacunas importantes no
conhecimento atual. Uma dessas lacunas é a
dificuldade em balancear a precisao com o
desempenho computacional. Modelos de RAG
podem exigir muitos recursos para processar
grandes volumes de dados e realizar a geragao
de respostas, especialmente em tempo real.
Além disso, a seguranca dos dados em
ambientes privados é um ponto critico, como
explorado no projeto atual, que visa garantir a
protecdo de informagdes sensiveis ao
implementar RAG em modelos privados, em vez
de usar modelos de linguagem hospedados na
nuvem.

Portanto, a contribuicdo deste trabalho é
justamente preencher essas lacunas, aplicando a
técnica RAG de maneira eficiente e segura,
neste projeto com o escopo delimitado a
legislagGes de proteg¢do cibernética, oferecendo
uma solugdo pratica para a recuperagdo e
geragao de respostas baseadas em documentos
legais atualizados. O uso de tecnologias como
Open Web Ul, LLaMa LLM e ChromaDB na
implementagdo do sistema proporciona uma
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base sdlida para alcangar precisdo, seguranga e
velocidade na recuperagao de informagdes em
cenarios de protecdo cibernética.

Com base nessa revisao, o estudo se
diferencia ao explorar a implementagdao de RAG
em modelos de linguagem privados, em um
ambiente onde a seguranga das informagdes é
essencial. Além disso, o foco na aplicacdo de
RAG para legislagdes de protegdo cibernética
adiciona um componente pratico que ainda é
pouco explorado na literatura atual.

2.4 METODOS DE PESQUISA

Para este trabalho, o método de
pesquisa utilizado combina abordagens
tedricas e  praticas, com foco na
implementagdo e avaliagao de um sistema de
Retrieval-Augmented  Generation (RAG)
aplicado com delimitacdo de escopo ao
processamento de legislagbes de Protecao
Cibernética. O sistema sera desenvolvido com
base em ferramentas modernas de NLP
(Natural Language Processing) e recuperagao
de informagdes, utilizando modelos de
linguagem privados e bancos de vetores para
recupera¢do semantica. A seguir, serao
detalhadas as etapas metodoldgicas que
compdem a pesquisa.

Segundo Guu et al. (2020):

O uso de modelos de linguagem privados
é essencial em contextos que envolvem
informacgdes sensiveis, pois proporciona
maior controle sobre a seguranca dos
dados.

2.4.1 ABORDAGEM METODOLOGICA

Este projeto adota uma abordagem
empirica e exploratdria, cujo objetivo é
implementar e avaliar um sistema de RAG que
permita a recuperacao e gera¢ao de respostas
precisas a partir de legislagGes cibernéticas. A
pesquisa serd dividida em duas principais
etapas: implementac¢do do sistema e avaliagao
de desempenho.

1. Implementagdo do Sistema:

a. O sistema foi desenvolvido

utilizando a plataforma Open Web Ul, que inclui
suporte para embeddings e recuperagdo de
informacdes baseado em um pipeline de RAG.
Para faciltar a implementagdo e a
escalabilidade, o sistema foi implantado
utilizando containers Docker, o que proporciona
maior flexibilidade e portabilidade.

b. Os documentos em formato PDF,
contendo legislagcbes de protecdo cibernética,
foram processados pelo Open Web Ul. A divisdo
e 0 armazenamento desses documentos foram
realizados no ChromaDB, que atua como vector
store para garantir uma recuperag¢do eficiente
das informagdes.

c. O sistema utiliza o modelo de
linguagem LLaMA, integrado ao Ollama, para
gerar respostas, combinando técnicas avangadas
de recuperacdo de informac¢bes com a geracdo
de texto de alta precisao, mantendo o contexto
dos documentos carregados.

2. Avalia¢dao de Desempenho:

a. 0 desempenho do sistema sera

avaliado por meio de métricas quantitativas,
como precisao, e qualitativamente, pela andlise
da qualidade das respostas geradas.

2.4.2 COLETA E PROCESSAMENTO DOS DADOS

A coleta de dados consiste em reunir
um conjunto de documentos legislativos
relevantes para a prote¢do cibernética, como
leis, regulamentagdes e normas técnicas. Estes
documentos estardo disponiveis em formato
PDF e serao processados pelo Open Web Ul,
que permite a extra¢do de texto dos arquivos
PDF.

Uma vez extraido, o texto serd
vetorizado pelo seu sistema interno que cria
vetores numéricos a partir dos textos,
representando o significado semantico de cada
fragmento. Esses vetores serdo armazenados
em um vector store, permitindo a recuperagdo
eficiente de fragmentos relevantes com base
nas consultas.

2.4.3 VALIDAGCAO COM BASE DE “GROUND
TRUTH”

Um conjunto de perguntas e respostas
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esperadas sera elaborado manualmente para
servir como base de comparagdo (“ground
truth”). Este conjunto sera utilizado para
verificar a precisdo do sistema, comparando as
respostas geradas com as  respostas
previamente definidas. A diferenga entre as
respostas esperadas e as respostas geradas
pelo sistema sera avaliada para medir a eficacia
e a exatidao do pipeline de RAG.

Foram testadas 40 perguntas, das quais
34 foram respondidas corretamente e 6
incorretamente. A seguir, apresentamos alguns
exemplos de perguntas e respostas.

FIGURA 5 — Pergunta sobre a legislacao

Questio 8 Ao trabalhar em um projeto colaborativo, Fernando garante que todos os arquivos importantes
Correto sejam regularmente salvos em um servidor de backup. Qual conceito de Seguranca da
Atingiu 1,00 de Informagéo essa situacéo representa?

a. Néo Repidio

b. Confidencialidade

Autenticidade

o

d.

Disponibilidade -/ Opgao correta. A i garante que a

esteja acessivel e utilizavel quando necessdrio.

estd correta

a correta é

dade

Fonte: os autores.

FIGURA 6 — Resposta correta da IA

4 Disporibildade

Fonte: os autores.

FIGURA 7 — Pergunta sobre a legislacdo

Questio 5 Em qual manual de comunicagdes do Exército Brasileiro encontra-se o fragmento abaixo
coreto referente a um modelo comentada de EXAME DE SITUAGAO DE COMUNICAGOES?
Atingiu 1,00 de ‘e) Cibernética
100
« Todas as OM realizam a protecéo cibemética dos seus sistemas de informacao. Sendo
assim, a doutrina de ataque e exploragéo cibernética do oponente deve ser detalhada, a
fim de verificar as provaveis linhas de acéo contra nossos sistemas e as possiveis
medidas de mitigagéo desses ataques
« Doutrina:
+ Disponibilidade:

o Estarelacionada com o adestramento e as capacidades do oponente, uma vez que
um pequeno efetivo adestrado poder causar danos maiores que um grande efetivo
sem adestramento.

« Adestramento:
o Destacar o nivel de adestramento dos operadores ciberéticos do oponente
. i faridades e

o Com base no LEA & em outros de inteligéncia, deverdo ser
as principais capacidades relativas ao ataque cibernético e a exploragdo
cibernética, bem como suas e deficiéncias, 0 que jtaré a
correta Gesto de Risco do Sistema de Comunicagdes”

a. C11-2- COMUNICAGOES NA CAVALARIA

b. EB70-MC-10.246 - AS COMUNICAGOES NAS OPERAGOES. »/  Opgdo correta.
c. ©11-30 - AS COMUNICAGOES NA BRIGADA

d. C11-61 - COMUNICAGOES NA DIVISAO DE EXERCITO

e. EB70-MC-10.241 ~ AS COMUNICAGOES NA FORGA TERRESTRE

Fonte: os autores.

FIGURA 8 — Resposta errada da IA

& EB70-MC-10.241 - AS COMUNICH

Fonte: os autores.

FIGURA 9 — Pergunta sobre a legislacdo

Questio 6 De acorde com o Manual Guerra Cibernética (EB70-MC-10.232), qual das opgdes abaixo é uma
Correto possibilidades da Guerra Cibernética?
Atingiu 1,00 de

a. atingir sistemas de informacdo  +/  Opgao correta. Essa é uma possibilidade da
inimigas sem limitagdo de Guerra Cibemética segundo o Manual Guerra
alcance fisico e exposicao de Cibernética (EB70-MC-10.232)
tropa.

b. dificultar a obtengéo da surpresa, com base na facilitagdo das vulnerabilidades dos
sistemas de informagdo de tropas amigas.

c. atuar no espago eletroeletronico, por meio de agdes ofensivas e exploratorias de GE

o

realizar agBes com custos significativamente maiores do que aqueles envolvidos nas
operactes militares nos demais dominios, tendo em vista que & uma area de alto custo.

e. coordenar a seguranca cibemética de 6rgos externos ao MD, mesmo sem solicitagdo

ou fora do contexto de uma operagao.

Fonte: os autores.

FIGURA 10 — Resposta correta da IA

Fonte: os autores.

FIGURA 11 — Pergunta sobre a legislacdo

Questio 1 Durante um periodo de alta demanda, uma loja online garante que seu site estd sempre
Correto disponivel para os clientes realizarem compras, especialmente durante uma grande promogao.
Atingiu 1,00 de Qual conceito de Seguranga da Informagéo essa situagdo representa?
1

2 3 LA ilidade garante que a informagdo

esteja acessivel e utilizével quando necessario

b. Integridade

. N&o Repidio

d. Autenticidade

Fonte: os autores.




FIGURA 12 — Resposta correta da IA

Fonte: os autores.

FIGURA 13 — Pergunta sobre a legislagdo

Questio 4 De acordo com o Manual Guerra Cibernética (EB70-MC-10.232), qual das opgdes abaixo NAO é
Correto uma limitagao da Guerra Cibernética?

Atinglu 1,00 de
1,00

®

restrita capacidade de
identificagao da origem e (EBJOMC-10232), © cometo seria ‘restrita
atribuigéo de capacidade de identificagdo da origem e atribuicéo de

de T por ataques 5
protecdo cibernética.

« Opgao correta. Segundo o Manual Guerra Cibernética

b. restrita eficécia das agbes ciberéticas defensivas, devido & existéncia de
vulnerabilidades nos sistemas computacionais.

c de ser com base nas dos préprios
sistemas de informagdo,

d. restrita capacidade de identificacao da origem e atribuicgo de responsabilidades por
ataques cibernéticos

e de da evoluggo 6gica na drea

buigéo de responsabilidades de protegdo

Fonte: os autores.

FIGURA 14 — Resposta errada da IA

Fonte: os autores.

2.5 APRESENTACAO E ANALISE DE DADOS

Nesta se¢do, os dados coletados
durante o estudo serdo apresentados de
forma clara e estruturada, de modo a facilitar
a compreensdo dos resultados obtidos. Para
isso, sao utilizados recursos visuais, como
tabelas, gréficos e figuras, sempre que
possivel, para uma melhor visualizacdo dos
dados.

2.5.1 ANALISE DOS DADOS

Os resultados apresentados indicam que
a implementac¢do da técnica de RAG foi eficaz na
recuperacdo de informacgbes especificas,
respondendo 34 questdes corretamente e
errando 6 questdes, evidenciado altos indices de
precisdao das respostas (85% de precisdo média).
O uso do banco de dados vetorial ChromaDB foi
fundamental para garantir que a recuperagdo
das informagdes fosse rapida e eficiente.

Observou-se que, com o0 aumento do
volume de consultas simultaneas, houve uma
leve queda no desempenho, que pode ser
explicada pelo processamento necessario para a
geracdo de embeddings e pela recuperagdo de
dados em um ambiente privado. Esse
comportamento sugere que futuras otimizagGes
sao necessdrias para o gerenciamento de cargas
de trabalho em grande escala.

Além disso, verificou-se que a utilizacdo
do modelo privado (ao invés de um modelo
baseado em nuvem) foi essencial para garantir a
seguranca dos dados processados, atendendo
aos objetivos de protecdo da informacdo
definidos no inicio do trabalho. Este ponto se
alinha com as expectativas em relagao ao uso de
modelos privados em contextos em que a
confidencialidade dos dados é uma prioridade.

2.6 DISCUSSAO DOS RESULTADOS

Os dados sugerem que a técnica RAG,
guando aplicada em ambientes seguros, pode
aumentar a precisao e relevancia das respostas
fornecidas por modelos de linguagem de grande
escala. Comparando com outras abordagens,
como o0 uso de sistemas baseados apenas em
NLP, o uso de RAG se mostrou mais eficiente na
recuperacao de informacgdes criticas e sensiveis.

Esses resultados corroboram com estudos
prévios (Lewis et al., 2020) que ja indicavam a
capacidade do RAG de melhorar a recuperagdo
de informagBes contextuais. No entanto,
algumas limitagdes ainda sdao observadas,
especialmente  em relagdo ao  custo
computacional para a realizagao da recuperagdo
em tempo real, apontando para a necessidade
de mais estudos para mitigar esse problema.




3. CONCLUSAO

O estudo mostrou que a aplicagdo da
técnica de Retrieval Augmented Generation
(RAG) em modelos de linguagem privados foi
eficaz na recuperagdo precisa e contextualizada
de legislacbes de protecdo cibernética,
alcangando os objetivos de integracao de
documentos e seguranca da informacdo. O
sistema desenvolvido oferece uma ferramenta
util para profissionais da drea, mas enfrentou
desafios em desempenho computacional,
especialmente ao processar grandes volumes
de dados. Recomenda-se a otimizagdo do
sistema, incluindo técnicas de paralelismo e o
uso de hardware especializado, e futuras
pesquisas podem expandir a aplicagdo do RAG
em outros contextos e integrar fontes de dados
externas.

3.1 RESULTADOS

Os principais resultados do estudo
indicam que a implementacdo da técnica de
Retrieval Augmented Generation (RAG)
aplicada aos modelos de linguagem privados foi
eficaz em proporcionar respostas precisas e
contextualizadas sobre legislagcdes de Protecao
Cibernética. Os objetivos iniciais, que incluiam a
integracado eficiente de documentos legislativos
e a criagdo de um sistema seguro e preciso de

recuperagdo de informacgdes, foram
amplamente alcangados. 0] sistema
demonstrou capacidade de processar consultas
especificas e fornecer respostas pertinentes,
respeitando a confidencialidade dos dados
sensiveis.

3.2 IMPLICACOES PRATICAS E TEORICAS

Os resultados obtidos tém implicagdes

praticas e tedricas significativas.
Praticamente, o sistema desenvolvido
oferece  uma ferramenta robusta para
profissionais da drea de  seguranca
cibernética acessarem de forma  agil
legislacdes e normas, contribuindo

diretamente para a prdtica didria dessas
atividades. Teoricamente, o estudo
demonstra a eficdcia do uso de modelos de
linguagem de grande escala com a técnica de
RAG em contextos em que a seguranga e a
precisdo da informagdao sdo cruciais.

A pesquisa também contribui para a literatura
ao explorar a integracdo de tecnologias de
NLP e bancos de dados vetoriais de forma
segura, o que pode servir de base para futuras
pesquisas e desenvolvimento de novas
aplicagodes.

3.3 LIMITACOES E CONSIDERACOES

Apesar do sucesso alcancado, algumas
limitagdes foram identificadas. A implementacao
do sistema em um ambiente privado trouxe
desafios em termos de desempenho
computacional, especialmente durante a
gera¢do de embeddings e na recuperagao de
informagdes em tempo real. A necessidade de
recursos computacionais mais robustos para
processar grandes volumes de dados e consultas
simultaneas foi uma limitacdo observada. Além
disso, a dependéncia de uma arquitetura
especifica pode limitar a generalidade dos
resultados obtidos, restringindo a aplicagdo do
sistema a contextos com infraestrutura
semelhante.

3.4 RECOMENDAGOES E DIRECOES FUTURAS

Com base nos resultados obtidos,
recomenda-se a otimizacdao do sistema para
melhorar o desempenho em cendrios de alta
carga, como consultas simultaneas em grande
escala. A adocdo de técnicas de paralelismo ou
a utilizacdo de hardware especializado pode
contribuir para essa otimizagdo. Além disso,
futuras pesquisas poderiam explorar a
aplicacdo da técnica de RAG em outros
contextos legislativos ou dreas que demandem
alta precisdo e seguranga da informac¢do, bem
como investigar a integracao com outras
fontes de dados externas para ampliar o
alcance e a relevancia das respostas.

ABSTRACT

This project presents a solution that uses Retrieval
Augmented Generation (RAG) with private Large
Language Models (LLMs). The implementation is built on
the Open Web Ul platform and integrates Ollama as the
LLM engine. The main focus is on Cyber Protection
legislation, aiming to provide accurate and concise
answers to specific queries by combining data from both
public documents, like laws and standards, and private
sources, such as security policies and risk management
plans. The key tools used in this project include Open
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Web Ul for managing retrieval and text generation
workflows, Ollama for secure and efficient LLM
provision, Built-in Embeddings for generating vector
representations of content, and ChromaDB for efficient
vector storage and retrieval. The RAG approach enables
the language model to pull specific information from
the uploaded documents, which improves the precision
and relevance of the responses. The data source for the
RAG process is flexible, allowing adaptation to different
situations, which makes the solution versatile and
suitable for various applications. This project aims to
offer a practical approach to implementing the RAG
technique with private LLMs.

Keywords: Retrieval Augmented Generation (RAG),
Large Language Models (LLMs), Open Web Ul,
Embeddings, Ollama, Vector Storage, Information
Retrieval, Document Processing.
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