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Resumo—Q ohjetivo  principal do estudo sobre o NSOC
(Network  Security  Operation Center) ¢ desenvolver ¢

implementar um centro de operagoes de seguranca de rede
usando ferramentas e tecnologias open-source como Zabbix,
Pisense, Snort, Vyos, Exos ¢ GNS3. O objetivo do projeto é
estabelecer um ambiente de monitoramento ¢ resposta a
incidentes  cibernéticos gque garantam a  integridade,
disponibilidade ¢ confidencialidade dos atives de rede da
organizagio, detectando, analisando e mitigando ameacas em
tempo real. As  descobertas do  estudo mostram  gue a
implementagiio de um NSOC usando essas teenologias de codigo

aberto ¢ viavel e eficaz, oferecendo uma solucdo solida para a
seguranga cibernética em redes corporativas. OO novo sistema  se
destaca como uma ferramenta estratégica para proteger os ativos

digitais, pois pode monitorar o trifego de rede, descobrir
problemas e responder rapidamente a incidentes. O uso de
ferramentas open-source também permite uma personalizagio ¢

escalabilidade maior do sistema, tornando-0 uma op¢iao vidvel
para organizacbes que buscam melhorar sua  postura  de
seguranga cibernética sem comprometer o orgamento,
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Abstract— The main objective of the Network Security
Operation Center (NSOC) study is to develop and implement a

network security operations center using open-source tools and
technologies such as Zabbix, Pfsense, Snort, Vyos, Exos, and
GNS3. The goal of the project is to establish a cyber incident
monitoring and response environment that ensures the integrity,
availability, and confidentiality of the organization’s network
assets by detecting, analyzing, and mitigating threats in real time.
The study’s findings show that implementing an NSOC using
these open-source technologies is feasible and effective, offering a
solid solution for cvber security in corporate networks. The new
system stands out as a strategic tool for protecting digital assets,
as it can monitor network traffie, discover issues, and respond
quickly to incidents, The use of open-source tools also allows for
greater customization and scalability of the system, making it a
viable option for organizations looking to improve their cyber
security posture without compromising their budget.

Keywords— NSOC, Zabbix. Plsense. Snort, DMZ, Vyos, Exos.
GNS3.

I. INTRODUCAO

Uma instalagio conhecida como centro de operagles de
seguran¢a de rede (NSOC) abriga uma equipe de seguranga
da informag8o que monitora e avalia regularmente a posigéo
de seguran¢a de uma organizagdo [1].

O objetivo da equipe do NSOC ¢ detectar,

analisar  eresponder o0s  Incidentes de  seguranga
cibernetica usando uma serie de processos e solugdes
tecnologicas. Emgeral, os centros de operagdes de
seguranca tém analistase engenheiros de  seguranca,
além de gerentes que supervisionam os procedimentos
de seguranca 12]-

A equipe do NSOC trabalha em conjunto
com asequipes de resposta a incidentes para garantir
que osproblemas de  seguranga  sejam  resolvidos

rapidamente durante ¢/ou apos a descoberta. Os centros
de operagées de seguranca monitoram e analisam  as
atividades dos ativos de suas redes, como servidores,
terminais  de usuarios, bancos de dados, aplicativos,
sites e  oufros sistemas. para detectar incidentes ou
ativos comprometidos [3].

Neste projeto, propomos a criagdo de um NSOC
(Network Security Operations Center) utilizando o simulador de
redes GNS3. Para a construcdo desse NSOC, seriio empregados
dis- positivos como roteadores Vyos e Exos, além de ferramentas
como Zabbix e Pfsense.

I1.Referencial Teorico

Registrar pacotes com facilidade. Ele também pode
registrar pacotes do protocolo de controle de transmissdo TCP,
Ele € um sistema sofisticado de preven¢do a intrusdo, registrador
de pacotes e sniffer de pacotes. A andlise de protocolo pode
detectar ataques de buffer overflow, stealth port scans, ataques
CGl, SMB probes. identificagdo do sistema operacional, entre
outros ataques | 13].

A.Zabbix

O Zabbix [4] € uma ferramenta de monitoramento de
codigo aberto projetada para monitorar a infraestrutura de rede.
Ele pode monitorar redes, servidores, maquinas virtuais e
servigos em nuvem, Essa ferramenta funciona para o
monitoramento convencional e monitoramento de servicos
simples sem a necessidade do uso de agentes. possui suporte
nativo ao protocolo SNMP e disponibiliza uma interface web
para a administragio e monitoramento dos dados. onde pode ser
configurado alertas de sistema para comunicagdo com o©
gerenciador da rede [5].

A coleta de dados, a ativagio de triggers e o envio de
notificagdes aos usuarios sdo feitos pelo componente central da
geréncia do Zabbix, Os agentes e proxys que monitoramos
dispositivos fornecem informagdes ao servidor Zabbix. A
instalacdo deste servidor deve ocorrer em sistemas Unix ou
Linux [6].
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Zabbix Proxy ¢ uma ferramenta que pode ser usada de
forma opcional para monitorar e centralizar dados em
infraestrutura de Tl de forma remota. Ele transmite os dados
coletados parao servidor Zabbix. O agente Zabbix ¢ instalado
nos hosts e pode usar scripts para capturar metricas como
uso de CPU, memoria e métricas personalizadas. E com
base nesses dados que vocé pode criar graficos
personalizados para o usudrio [7].

B. Pfsense

O pfsense [8], baseado no FreeBSD e projetado para fun-
cionar tanto como firewall quanto como roteador, ¢ um dos
firewalls opensource mais conceituados e  robustos
disponiveis no mercado atualmente.

O pfsense ¢ um firewall baseado em software que protege
a rede monitorando o trafego de entrada e saida e tomando
decistes de permitir ou bloquear trafego especifico de acordo
com as regras de seguranga definidas [9].

Uma das principais vantagens de usar o pfsense € que ele
¢ Open Source, estavel, leve ¢ possui uma licenga de codigo
aberto. Além disso, ele ndo exige hardware muito grande.
Ele possui algumas caracteristicas que facilitam a utilizagdo,
como uma interface WEB facil de wusar, uma grande
variedade de pacotes de software, visualizacio de ambiente
em tempo real e gerenciamento de ameacas unificadas [10].

(' Snori

A seguranga da informagdo ¢ um componente crucial do
monitoramento de trafego em uma rede de computadores. O
Snort [11] € um IDS (Sistema de detecgdo de intrusdo) bem
conhecido e amplamente utilizado porque ndo requer muito
poder de processamento e é fornecido como software livre,
gratuito e mantido pela Cisco via rede [12].

O Snort se destaca por analisar trafegos em tempo real e
registrar pacotes com facilidade. Ele também pode registrar
pacotes do protocolo de controle de transmissdo TCP. Ele é
um sistema sofisticado de prevengdo a intrusdo, registrador
de pacotes e sniffer de pacotes. A analise de protocolo
pode detectar ataques de buffer overflow, stealth port scans,
ataqgues CGI. SMB probes. identificagio do sistema
operacional, entre outros atagues [13].

D. SNMP versdo 3

O protocolo padrao chamado Simple Network Management
Protocol (SNMP) ¢ usado para gerenciar dispositivos em redes
de computadores e na internet. Existem varias versoes do
SNMP, mas as 2c (SNMPv2c) e 3 (SNMPv3) sio as mais
usadas, O SNMPv3 € o mais recente e seguro. Foi introduzido
para corrigir os problemas de seguranga encontrados nas
verstes anteriores do protocolo [14]. O SNMPv3 tem as
seguintes caracteristicas principais:

- Autenticagdo: A SNMPv3 suporta forte autenticagdo, o
que significa que as mensagens SNMP sdo autenticadas
para garantir que sao enviadas por uma fonte confiavel.
O HMAC-MD35-96 e o HMAC-SHA-96 sao métodos de
validagdo.

- Privacidade (Criptografia): E possivel criptografar as

mensagens SNMP para proteger os dados durante a trans-
missdo. Isso é executado principalmente com o protocolo
DES, mas pode também suportar o AES.




- Controle de Acesso: A SNMPv3 inclui controles de
acesso mais complexos, o que permite que oS
administra- dores configurem permissoes especificas
para quem podeacessar informagdes em um dispositivo
de rede.

Por fim, a SNMPv3 é recomendada para ambientes com
altos requisitos de seguranga devido as suas capacidades
avancadas de autenticagio e criptografia, enquanto a
SNMPv2cpode ser usada em ambientes menos criticos onde
a compati- bilidade e a simplicidade sio mais importantes
[15].

1. METODOLOGIA

Para a construciio da topologia deste trabalho, utilizou- se
o simulador GNS3 [16]. No GNS3, foram empregadas
appliances de roteadores VyOS e Exos, ferramentas do
PfSense e do Zabbix, sistemas operacionais Ubuntu 18.04 ¢
Kali Linux, além das appliances nativas do GNS3, como
modem, switch e VPCS.

O trabalho foi desenvolvido utilizando uma metodologia
cientifica que combina pesquisa aplicada. metodologia
experimental, estudo de caso, ¢ simulacdo. Usando
ferramentas de codigo aberto em um ambiente simulado, o
estudo se concentrou na implementagdo pritica e avaliagdo
de um Network Security Operation Center (NSOC). A
técnica  experimental permitiu o teste de algumas
configuragdes e a analise da eficdcia das tecnologias usadas
para detectar e proteger ameagas cibernéticas. Além disso,
uma pesquisa de desenvolvimento tecnologico ajudou a
desenvolver solugdes Uteis para monitoramento e segurancga

de redes [17].

IV. TOPOLOGIA

A topologia proposta ¢ ilustrada na Figura 1, sendo com-
posta por um Backbone de ISPs, uma area DMZ, uma drea de
Geréncia, uma area de Seguranca da Informagdo e uma Rede
Interna. A estrutura também inclui dois firewalls: um firewall
de borda e um firewall interno.

Para simular essa topologia. foi utilizado o software GNS3.

O GNS3 (Graphical Network Simulator-3) uma ferramenta
de simulagdo de redes que permite a criagdo ¢ teste de
topologias de rede. Ele oferece uma interface grafica que
facilita a configuragdo e o gerenciamento de dispositivos de
rede, como roteadores, switches e firewalls, possibilitando
simulagbes em um ambiente controlado. A topologia
proposta no GNS3 esta exposta na Figura 2

Figura 1: Topologia Proposta
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Figura 2: Topologia Proposta No GNS3

V. BACKBONE DE PROVEDORES DE INTERNET

Foi criada uma area de simulagdo de provedores de internet,
que inclui duas nuvens NAT e trés roteadores VyOS., A
utiliza¢do de duas nuvens NAT visa proporcionar redundéancia
de rede, garantindo maior confiabilidade e disponibilidade dos
Servicos.

Essa sera a area responsavel por prover acesso a internet
para todos os dispositivos da topologia. Em uma rede, os
provedores de internet (ISPs - Internet Service Providers) sdo
entidades que oferecem servigos de conectividade a internet
para usuarios finais, empresas e outras organizagoes.

A area utiliza o intervalo de 1P 192,168.15,0/24 como base.

Os [Ps atribuidos a cada interface podem ser visualizados na
Tabela I.

Dispositive | Interface | [P/Mascara
ethi) via DHCP Nuvem
RI ethl 192 168.15.1/28
eth2 192.168.15.1728
ethi) via DHCP huvem
R2 ethl 192 158.15.14/28
eth2 192.168.15.3328
ethi) 192 168. 153028
R3 ethl 192 168 15 46/2%8
eth2 192 168154928

Tabela I: Tabela de roteadores da area de provedores

Para a distribuigdo de rotas, foi configurado o protocolo
OSPF em todos os roteadores da area de provedores. A
utilizagdo do OSPF (Open Shortest Path First) elimina a neces-
sidade de cadastrar manualmente as rotas entre os roteadores.
simplificando a administragdo da rede,

A configuragdo do OSPF no roteador R1 pode ser visuali-
zada na Figura 3, enquanto a sua tabela de roteamento esta
apresentada na Figura 4.

A configuracdo do OSPF no roteador R2 pode ser visuali-
zada na Figura 5, enquanto a sua tabela de roteamento esta
apresentada na Figura 6.

A configuragdo do OSPF no roteador R3 pode ser visuali-
zada na Figura 7, enquanto a sua tabela de roteamento esta
apresentada na Figura 8.

No roteador R3, foi configurado um servidor DHCP na
interface eth3 para que o firewall de borda pudesse receber
automaticamente o IP e o gateway dessa sub-rede. Isso eli-
mina a necessidade de configurar manualmente os enderecos
[P ¢ os gatewavs nos dispositivos conectados. Além disso,
garante uma configuragdo consistente e correta, reduzindo a
probabilidade de erros de configuracgio.

Para testar a redundincia dos ISPs, foi realizado um teste
de ping no servidor gns3 com o enderego IP 192.168.122.1.
Inicialmente, verificou-se que, no roteador R3. a rota utilizada
passava pelo roteador R2. Para validar a funcionalidade da
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area 8 |
network 192.188.122.8/24
neEtwork 192.1608.15.6/28
network 192.168.15.16/728
]
default-infarmation
ariginate {
netric 10

Mmetric-tvpe 2

)

log-ad jacency-changes {

paramneters {
router-1d 10.1.1.1
]
redistribute |
conhected {
metric-type 2
route-map CONNECT
}
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Figura 3: Configuragio do OSPF do roteador R
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Figura 4: Tabela de Roteamento do roteador R

vyos@vyos¥ show protocols ospf
area 0 |
network 192.168.122.06/24
network 192.168.15.0/28

netwaork 192.168.15.32/248

default-information |
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metric 1@
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}
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=
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routei =g 10, &
1
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|
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Figura 5: Configuragdo do OSPF do roteador R2
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Figura 6: Tabela de Roteamento do roteador R2
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area b |
network 192.168.15.16/28
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i
|
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.
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sbr-tyngE clsco
router-1d 18.3.3.3
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royte-map CONNECT
.
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Figura 7: Configuracdo do OSPF do roteador R3
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Figura 8: Tabela de Roteamento do roteador R3

redundancia, o roteador R2 foi pausado. for¢ando o roteador
R3 a encontrar uma rota alternativa através do roteador RI,
conforme mostrado na Figura 9.

A. SNMP versdo 3 no Vyos

Yara que a equipe de geréncia pudesse administrar corre-
tamente todos os dispositivos necessdarios da topologia, foi
necessario configurar o protocolo SNMPv3 nos roteadores.
Como todos os roteadores sdo VyOS, a configuragio foi a
mesma em todos os dispositivos, alterando apenas os IPs. Uma
demonstracao da configuragdo pode ser visto no Codigo 1.
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Codigo 1: Configuragcio do SNMP versdo 3 no Vvos

Para a configuragdo do SNMPv3, foi criado um grupo
chamado "vyosgroup", associado ao OID 1. O OID (Object
Identifier) ¢ um identificador usado para especificar uma de-
terminada variavel ou objeto gerenciado na MIB (Management
Information Base).

O grupo "vyosgroup'foi configurado no modo "ro"(read-
only). o que significa que os usudrios deste grupo (ém permis-
sao apenas para ler informagdes dos dispositivos gerenciados.

Além disso. o grupo foi configurado com autenticagio
SHA (Secure Hash Algorithm) e privacidade AES (Advanced
Encryption Standard). A autenticagdo SHA garante que apenas
usudrios autorizados possam acessar o dispositivo. enquanto a
privacidade AES criptografa os dados transmitidos, protegendo

contra interceptagoes e garantindo a confidencialidade das
informacdes.

'sse padrio de configuragio do SNMPv3 for seguido em
toda a topologia.

V1. FIREWALL DE BORDA

O firewall de borda ¢ importante para a segurang¢a de uma
rede. Ele atua como a primeira linha de defesa contra ameacas
externas. bloqueando trafego malicioso e impedindo tentativas
de invaséo. Além disso, o firewall regula o trafego de entrada
e saida. permitindo apenas o acesso autorizado aos recursos
da rede e impedindo acessos ndo autorizados.

O piSense foi escolhido como firewall de borda nesta topo-
logia, pois ele oferece recursos como prevengdo e detecgao de
intrusdes (IDS/IPS), VPNs para conexdes seguras, e filtragem

de contelido, além de possuir uma interface web que facilita
a administragio.

Foram utilizadas trés interfaces no firewall de borda: a
interface em0 conecta-se a area de ISPs, a interface eml liga-
se a4 area DMZ, e a interface em2 estabelece conexdocom
o firewall interno. Os IPs do firewall de borda pode ser
visualizada na Figura 10.

Figura 10: Configuragdo dos IPs do Firewall de Borda

A interface em0 recebe seu IP através do servidor DHCP do
roteador R3 da area de provedores. As demais interfaces pos-
suem enderegos [P na faixa 192,168.0.0/16. Especificamente.
a interface eml esta configurada na subrede 192.168.1.0/24,
enquanto a interface em2 esta na subrede 192.168.2.0/24,

As interfaces eml ¢ em2 também possuem servidores
DHCP configurados. Isso permite que essas interfaces atri-
buam automaticamente enderegos IP a dispositivos conectados
a elas.

Para configurar o DHCP no pfSense. € preciso acessar
a guia Services -> DHCP Server e selecionar a interface
desejada. Em seguida, € necessario informar o intervalo de [Ps
disponiveis para serem atribuidos aos dispositivos da rede. Isso
permite que o pfSense gerencie dinamicamente a atribuigio de
enderegos IP dentro desse intervalo.

Embora ndo tenham sido configuradas regras de firewall
para as interfaces do firewall de borda. € importante notar
que a area da DMZ funciona de forma isolada, sem qualquer
conhecimento da rede interna. que inclui as areas de geréncia.
seguranga da informagdo e rede local. Essa estratégia de
1solamento garante a seguranga da rede interna, protegendo-a
de possivels ameagas que possam surgir na DMZ. Ao restringir
0 acesso direto da DMZ a rede interna, diminui a superficie
de ataque e os riscos a infraestrutura interna.

A. SNMP versdo 3 no Pfsense

No piSense, foi possivel habilitar e configurar o protocolo
SNMPv3 através da instalacdo de um pacote externo chamado
"net-snmp", configurado para utilizar o protocolo UDP na
porta 161.

Assim como no VyOS, foi configurado um usuario com per-
missoes de leitura apenas (read-only), utilizando autenticagio
SHA e privacidade AES, como mostra a Figura 11,

E importante ressaltar que. para que este pacote funcione
corretamente. o servico SNMP nativo do pfSense deve ser
desabilitado.

B. Sistemas de prevengdo e detec¢do de intrusdo

Para a detecgdo e prevengdo de intrusdes, foi implementado
0 Snort no firewall de borda, O Snort é um sistema capaz de
monitorar o trafego de rede em tempo real. identificar padroes
suspeitos ou maliciosos e tomar medidas para mitigar possiveis
dlmneacas.
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Figura 11: Configuragio do SNMPv3 no plsense

O Snort nao ¢ uma ferramenta nativa no pfSense, sendo
necessario instala-lo atraves do Gerenciador de Pacotes dispo-
nivel, com o nome "snort". Além disso, para utilizar o pacote,.
¢ necessario obter um codigo do Snort Oinkmaster, que pode
ser adquirido na pagina oficial do Snort.

O Snort for habilitado nas trés interfaces ativas do firewall
de borda, com mostra a Figura 12, As configuragdes padrio
do pfSense ja constituem um IDS. Para habilitar o IPS, é
necessario, nas configuragoes de interface, ativar as opgoes
"Block Offender"e "Kill States”. Isso fara com que, ao detectar
um alerta, o Snort blogqueie o host ¢ rejeite a comunicagdo.
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Figura 12: Conhguracao do Snort nas Interfaces

Por padrido, muitos IPs sdo blogueados pelo IPS. incluindo
os IPs associados aos pacotes do Ubuntu e do Python,
como mostra Figura. 13, Supondo que existam desenvolvedores
pvthon nas areas da topologia, foi necessario criar uma lista
de permissoes (whitelist) contendo o IP do pyhosted.org,
permitindo que os desenvolvedores acessem ¢ baixem bibli-
otecas Python via pip. Isso garante que 0 acesso aos recursos
necessarios seja concedido de forma segura, enquanto mantém
a integridade e a seguranga da rede.

Deve-se incluir os IPs necessarios para o funcionamento e
desenvolvimento nas areas especificas da topologia na lista de
permissoes (pass list) do Snort, garantindo que esses IPs ndo
sejam bloqueados pelo sistema de prevencido de intrusdes. Isso
assegura que o trafego legitimo relacionado as atividades de
operagdo e desenvolvimento da rede ndo seja interrompido,
enquanto se mantém a seguranga ¢ a integridade do ambiente
de rede.

Figura 13: pyhosted.org sendo bloquado pelo IPS do Snort

VII. FIREWALL INTERNO

Enquanto o firewall de borda protege a rede como um
todo contra ameacas externas, o firewall interno ¢ usado para
garantir a seguran¢a dentro da propna rede, controlando o
trafego entre diferentes partes da infraestrutura interna.

O firewall interno € posicionado dentro da rede interna. apli-
cando politicas de seguranga especificas para diferentes grupos
de usuarios e dispositivos, ele ¢ utilizado para segmentar a
rede interna ¢ controlar o trafego entre diferentes partes da
infraestrutura interna.

O ptSense tambeém foi escolhido como firewall interno
nesta configuragio. A interface em( esta conectada ao firewall
externo, a interface em| esta ligada a area de seguranca da
informacdo, a interface em?2 esta conectada a area de geréncia
e a interface em3 esta conectada a area de rede local. A tabela
de IPs correspondente pode ser visualizada na Figura 14.

Figura 14: Configuragdo dos IPs do Firewall Interno

A interface em0 recebe seu IP através do servidor DHCP
do firewall de borda. As demais interfaces possuem enderecos
[P na faixa 192.158.0.0/16. Especificamente, a interface eml
esta configurada na subrede 192.158.1.0/24, a interface em2
esta na subrede 192.158.2.0/24, enquanto a interface em3 esta
na subrede 192.158.3.0/24.

As interfaces eml, em2 e em3 possuem servidores DHCP
configurados. Isso permite que essas interfaces atribuam auto-
maticamente enderegos [P a dispositivos conectados a elas.

O protocolo SNMPv3 também foi configurado no firewall
interno. utilizando as mesmas configuragdes aplicadas no
firewall de borda. conforme descrito na subsecio VI-A.




A. Regras do firewall interno

Para o controle de trafego da rede. foram estabelecidas
algumas regras de seguranca no firewall interno:

- A darea de geréncia tera acesso a toda a topologia.

- Nenhuma outra area lera permissdo para acessar a drea

de geréncia.

= A area de rede local ndo tera acesso a area de seguranga

da informacio.

Essas regras foram implementadas para garantir a integri-
dade e a seguranga da rede, limitando o acesso apenas as areas
autorizados ¢ impedindo comunicagbes ndao autorizadas entre
areas especiticas da infraestrutura. Essas conhguragoes podem
ser vizualizadas na Figura 5.

Para permitir que a area de geréncia possa acessar 0s
departamentos da rede local. foi necessario configurar uma rota
estatica no firewall interno. Essa rota encaminha todo o trafego
destinado a rede 172.24.0.0/16 para o gateway 192.168.3.10.
que ¢ o enderego associado a interface eth0 do ROT-Internal.
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Figura 15: Configuragdo das regras no firewall interno

VIII. REDE LOCAL

A area nomeada como rede local, € onde estio os diferentes
departamentos ou setores de uma organizagdo, simulando um
ambiente de trabalho interno. Nessa topologia, cada departa-
mento pode ser considerado uma subdivisio da rede local. com
suas proprias necessidades de comunicagiio e seguranga.

Foir implementado um backbone da rede local com redun-
dancia, utilizando 1 roteador VyOS e 2 dispositivos Exos,
que operam na camada de rede 3, desempenhando o papel de
roteadores. Essa configuragdo visa garantir alta disponibilidade
e tolerdncia a falhas na infraestrutura de rede local.

Foram implementados também 4 dispositivos Exos que
operam na camada de rede 2, desempenhando a fungio de
switches.

Os trés dispositivos que atuam como roteadores na rede
local tem o protocolo OSPF configurado. Além disso, os dois
roteadores Exos também tém o protocelo DHCP configurado.
permitindo que os usuarios dos departamentos da topologia
recebam enderecos [P automaticamente.

A rede base utilizada nas VLANs do backbone e nos
departamentos da rede interna possul o enderego IP base
172.24.0.0/16. Para configurar ¢ conectar o VyOS com os
Exos, foi necessario criar VLANSs,

A configuragdao das VLANs no ROT-Internal pode ser
vista na Figura 16, enquanto a configuracdo das VLANs no
Exosl e Exos2 pode ser visualizada nas Figuras 17 e 18,
respectivamente,
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Figura 18: Configuragdo dos IPs do Exos2

A SNMPy3 no Exos

A configuragao do SNMPv3 no Exos seguiu o mesmo
padrao ja utihzado nos roteadores VyOS e no pfSense. Um
usuario foi criado, com autenticagdo SHA e privacidade AES
habilitadas, conforme ilustrado no Codigo 2.
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Codigo 2: Configuragdo do SNMP versido 3 no Exos

A configuracdo foi realizada nos dois dispositivos Exos que
operam na camada 3, ndo sendo necessaria nos Exos que
funcionam apenas como switches.

[X. DATASCENTER/GERENCIA

A area de geréncia de redes ¢ onde sera feito o monitora-
mento e controle dos dispositivos e servigos da topologia. Para
1850, sera utilizado o Zabbix, que supervisiona o desempenho
da rede. detecta ¢ soluciona problemas, alem de garantir a
seguranca.

Para descobrir todos os dispositivos da topologia, € necessa-
ro configurar o protocolo SNMPv3 em todos os dispositivos
relevantes,

Para a busca dinamica dos dispositivos no Zabbix, é ne-
cessario configurar regras de descoberta na aba Configuration
- Discovery. Foram cadastradas trés regras: a primeira para
encontrar os dispositivos conectados ao firewall de borda, a
segunda para encontrar os dispositivos conectados ao firewall
interno, € a terceira para encontrar os dispositivos da rede
local, conforme mostrado na Figura 19. Para cada regra, foi
informado os ranges de IPs que deveriam ser procurados.
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Figura 19: Configuracdo das regras de descoberta no Zabbix

Para maior automagdo. também foram criadas agdes de
descoberta (Actions) no Zabbix, permitindo a adi¢io automa-
tica desses hosts encontrados aos grupos de hosts escolhidos,
especificando novamente os intervalos de IP necessarios, como
mostra a Figura 20

Figura 20: Configuracdo das Actions no Zabbix

Isso permitiu, atraves dos grupos de hosts criados, a criagio
do mapa da topologia, que foi simplificado para melhor
visualiza¢do, conforme mostrado na Figura 21.

E importante notar que nem todos os dispositivos da topo-
logia possuem o protocolo SNMPv2 ou v3 configurado, como,
por exemplo, os computadores com Ubuntu.

Para monitorar as interfaces dos dispositivos, € necessario
configurar o protocolo SNMPv3 em todos os hosts relevantes.
Um exemplo dessa configuragdao no Zabbix pode ser visuali-
zado na Figura 22.

- -
Figura 22: Exemplo de configuragio do SNMPv3 nos hosts
do Zabbix

O template do Zabbix, gque € um conjunto pre-configurado
de itens, graficos e agGes de monitoramento aplicaveis a
multiplos hosts. o escolhido para todos os hosts foi o "Linux
by SNMP". Este template foi selecionado por oferecer bons
graficos e dashboards. que exibem informagdes como espago
de disco utilizado e trafego de rede em todas as interfaces.
Exemplos dos graficos gerados para os hosts gerenciados
podem ser visualizados nas Figuras 23 e 24.

Figura 23: Exemplo das informacdes de trafego de rede no
Zabbix

X. DMZ

A DMZ (Demilitarized Zone) € uma area de rede que fica
entre a rede interna de uma organizagdo e a internet externa.
Essa zona ¢ criada para fornecer uma camada adicional de
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Figura 24: Exemplo das informagdes de espago em disco no
Zahbix

seguranca, segregando os sistemas criticos da rede interna
daqueles acessiveis ao publico externo.

Na DMZ, foi hospedada uma API REST utilizando o
framework FastAPl. que simula uma APl com autenticagdo
para fins de teste, O codigo dessa APl pode ser encontrado
em [18]. Foi hospedado também um site HT'TP com um
formuldrio de login simples e seu codigo pode ser encontrado
em [19].

Alem disso, foi instalade um servidor SSH com ¢ OpenSSH
Server para simular um servidor acessivel remotamente.

XI. ATAQUES E VULNERABILIDADES EXPLORADAS

Para simulacdao dos ataques foram usados maguinas com
sistema Kkali linux. A localizagdo dos atacantes na topologia
pode ser visualizado na figura 2,

A. DHCP

O servidor DHCP foi configurado em todas as portas dos
dois firewalls da topologia. No entanto, o range de IPs dispo-
nivel for escolhido sem levar em consideragio a quantidade de
dispositivos que seriam conectados. Como resultado, sobraram
IPs disponiveis, facilitando para que um atacante se conectasse
aos switches da topologia e solicitasse um IP via DHCP,
obtendo assim livre acesso ao firewall e a rede DMZ. Na
Figura 25 mostra como o atacante conseguiu dinamicamente
um IP da sub-rede 192,168.2.0/24. através do servidor DHCP.

Figura 25: IP do atacante recebido dinamicamente via DHCP

Para evitar que um atacante obtenha um [P via DHCP e
tenha acesso ndo autorizado a rede, deve-se configurar o range
de IPs disponiveis no servidor DHCP para corresponder exa-
tamente a quantidade de dispositivos autorizados na rede. Isso
reduz a chance de que IPs ociosos sejam usados por atacantes.
Além disso, € importante implementar monitoramento ¢ alertas
para detectar dispositivos ndo autorizados na rede.

Essa vulnerabilidade pode resultar em dois tipos de ataques
conhecidos: DHCP Starvation Attack ¢ DHCP Flood Attack
[20]. No DHCP Starvation Attack, o atacante envia uma

grande quantidade de solicitagdes de novos enderecos [Ps ao
servidor DHCP, esgotando o pool de enderegos disponiveis
e impedindo que dispositivos legitimos obtenham enderegos
IP. Ja no DHCP Flood Attack. o objetivo ¢ sobrecarregar
o servidor DHCP com um grande volume de requisi¢oes,
causando lentiddo ou falhas no servico.

B. Varredura

Como o atacante conseguiu IP e gatewav via DHCP, ele
pode usar o Nmap, uma ferramenta de codigo aberto para
exploragdo de rede e auditoria de seguranca, para fazer uma
varredura na rede em busca de informagdes importantes.
Sabendo que estava na sub-rede 192.168.0.0/16, ele realizou
a varredura em toda a sub-rede, como mostra a Figura 26.
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Figura 26: Resultado da varredura na sub-rese 192.168.0.0/16

Algumas informagoes importantes foram obtidas durante a
varredura. For descoberto que havia uma maquina com o [P
192.168.1.101 (localizada na DMZ) com a porta 22 aberta,
usada para comunica¢do via SSH. Utilizando a opgdo -A
do Nmap, que permite a detecgdo do sistema operacional, a
verificagdo de versdes, a varredura de scripts e o traceroute, foi
possivel obter informagoes detalhadas sobre o host. Descobriu-
se que a porta SSH estava executando o servigo OpenSSH e

que o sistema operacional era Linux, como mostrado na Figura
27.
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Figura 27: Resultado da varredura no IP 192.168.1.10]




C. Forca bruta

Sabendo que a porta 22 estava aberta e provavelmente
executando um servidor SSH, o atacante pode procurar listas
de senhas e usuarios padrio para tentar um ataque de forga
bruta, visando obter acesso ao host. A lista de teste utilizada
pode ser encontrada em [21].

Um ataque de forga bruta ¢ uma técnica de hacking onde
o atacante tenta adivinhar senhas ou chaves de criptografia ao
tentar todas as combinagoes possivels até encontrar a correfa.
Esse ataque ¢ eficaz contra senhas fracas, mas pode ser demo-
rado e exigir muitos recursos computacionais, principalmente
se a senha for complexa ou se houver medidas de seguranga,
como bloqueio apés varias tentativas falhas [22].

Para o ataque de forca bruta, foi utihzada a ferramenta
Metasploit, um framework de codigo aberto utilizado para
testes de penetracio e desenvolvimento de exploits. No ataque.
foi configurada uma tentativa de login utilizando a lista de
teste com possiveis usuarios ¢ senhas no host 192.168.1.101.
A configuragdo do Metasploit pode ser visualizada na Figura
28.

Figura 28: Configuracdo do Metasploit

Apos diversas tentativas sem sucesso. foi descoberto que
o usuario do host era "osboxes"e a senha "osboxes.org",
como mostra a Figura 29, que sdo as credenciais padrio das
maquinas fornecidas pelo OSBoxes, um servigo que oferece
maquinas virtuais pré-configuradas para diversas distribuigdes
de sistemas operacionais.

Figura 29: Resultado da tentativa de forga bruta para acesso
via ssh

Com o usuario e a senha em mios, o atacante conseguiu
acessar 0 host utilizando o comando SSH. Isso representa
uma grave falha de seguranca. pois as credenciais padrdo do
dispositivo deveriam ter sido alteradas para evitar acessos nido
autorizados. Manter as credenciais padrio torna o sistema
vulneravel a ataques simples e previsiveis. E crucial que,
ao configurar novos dispositivos, as senhas e os nomes de
usuarios padrdes sejam substituidos por credenciais fortes e
unicas.

Além de ser importante trocar as credenciais padrio, ¢
fundamental implementar autenticagdo no OpenSSH Server
para reforgar a seguranca do sistema. A autenticagio no
OpenSSH Server é um processo que verifica a identidade do

usudrio antes de conceder acesso ao sistema. Isso é geralmente
feito por meio de autenticacdo baseada em senha, autenticacio
baseada em chave publica ou uma combinagido de ambas.

D. Muan-in-the-Middle (MitM)

For implementado um site HTTP simples na DMZ, contendo
um esquema basico de login, conforme ensinado em [[8]. No
entanto, como o site ndo utiliza criptografia nem HTTPS, ele
¢ suscetivel a ataques cibernéticos.

Com a ferramenta Ettercap do Kali Linux, ¢ possivel
monitorar uma interface de rede. O Ettercap ¢ uma ferramenta
de seguranga de rede. utilizada para realizar ataques Man-in-
the-Middle (MitM) [23]. Ele permite a interceptagdo, inspegao
e manipulagio de trafego de rede em tempo real, possibilitando
a captura de senhas, a inje¢dio de conteudo malicioso ¢ a
realizagdo de ataques de spoofing.

Foi simulado um atacante e uma vitima, localizados na rede
interna, na area de 'Server’. Vale ressaltar que o atacante pode
se conectar a rede através do servidor DHCP configurado nos
EXos.

Para iniciar o ataque. ¢ necessario abrir o Ettercap, sele-
cionar a interface ethQ e escolher a opgdo Unified Sniffing.
A partir desse momento, ja ¢ possivel visualizar os logs da
interface selecionada.

Com o Ettercap, ¢ possivel identificar hosts na mesma sub-
rede em que o atacante esta localizado. Conforme ilustrado
na Figura 30, fol possivel encontrar os hosts dos Exos e do
computador da vitima.

efteecap 083 s 60
fined Targels  Hadd Vies UHm  Balics Logemg - Pleges | inks
oL L -
[FAdiress M Addieas e rigition
173 S0 O SRR E TN
IFREE S0 OCES 293000100
19304 50 00 OC 5040 -4 00000
daaoharis Addto Taspe | Adg ie Turget 2
L]
2 PE - 3 CLIO G e BT Mo Ak OIS PE = 20 000 5.0 = ALTTE: Mo KigkHahdomidring 55 ha b for scanning
SCEmMmE he whoE e=lmEis for 255 hees
WPRE I 0050 = AUTEH No Aot esds sl o e Sesi (bt
P 104 QU 50 > AUTHE Ny AuthQSPF - 224 0.0.3:0 - AUTHC Mo AUNCSFF - 228 0050 - AUTHE Mo Alh5PF
LA L 50 - AU b0 AulhEESPT 3R G D) S0 - = ALIT M- Mo Al E =20, 000 500 - ¢ KUTH: B AutDSTF
140050, s AUTH: bpa Ayt

Figura 30: Hosts encontrados no Ettercap

Foi criado um alvo no host 172.24.50.10, que € a vitima,
¢ foi iniciado um ataque MitM do tipo ARP poisoning,
conforme mostrado na Figura 31. Esse tipo de ataque funciona
manipulando as tabelas ARP da rede. associando o enderego
MAC do atacante ao endereco IP da vitima. Dessa forma, o
irafego destinado a vitima ¢ redirecionado para o atacante,
permitindo que ele monitore e possivelmente altere os dados
transmitidos.

Quando a vitima se conecta ao site exposto na DMZ.
que niio possul seguranga. o atacante consegue visualizar o
cabegalho da requisi¢do, com as credenciais da vitima. Isso é




l'-“-.?‘? rAngs0-» E.uTi.t -r--. AUTNCERT - IL 0020 -% ALITH: RaAj
URF poteering wictime
GIRCHA 1.+ T2 o, 3 0 O Rl 40 00

RO & C AT [ By i b B () I
0SSF 174 0.6 90> AUTH N AUNCSPE : 134 6,050 ALTH ha Auth

Figura 31: Ataque de ARP Poisoning no host da vitima

ilustrado nas Figuras 32 e 33, Esta situagio € extremamente
perigosa, pois permite ao atacante acessar as credenciais da
vitima, possibilitando o uso mal-intencionado dessas infor-
magdes. Tendo em vista isso, o uso de criptografia SSL/TLS
¢ essencial além de manter os certificados digitais validos ¢
emitidos por uma autoridade certificadora.

Figura 32: Vitima acessando o site da DMZ
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Figura 33: Atacante tendo acesso as credenciais da vitima

E. Clone de Sites

Um ataque bastante conhecido ¢ o de clonagem de sites,
onde o atacante cria uma réplica idéntica de um site legitimo
para enganar os usudrios ¢ roubar suas informagées sensiveis
[24]. Este ataque pode ser facilmente realizado com a fer-
ramenta Social Engineering Toolkit do Kali Linux. Sabendo
que ha um servico HTTP exposto na DMZ, o atacante pode
usar essa ferramenta para clonar o site e aplicar técnicas
de engenharia social para induzir as vitimas a fornecer suas
credenciais e outros dados pessoais.

[sso € realizado utilizando as opgdes de ataque a websites
disponiveis na ferramenta. Conforme ilustrado na Figura 34,
com apenas algumas etapas € possivel clonar o site da DMZ e
hospeda-lo no enderego [P da maquina do atacante. A partir do
computador da vitima, o site clonado se apresenta idéntico ao
site original da DMZ, como mostrado na Figura 35, induzindo

a vitima a acreditar que esta acessando o site legitimo e, assim.
fornecendo suas credenciais ao atacante.

Para isso, nada melhor do que aumentar a conscientizagio
e o treinamento em seguranga. Embora os recursos técnicos
possam permitir a autenticagdo do acesso, 0s usuarios precisam
ter um pouco mais de conhecimento digital e procurar sinais
de seguranca, como o https, representado por um cadeado.
entre outras informagdes cruciais ao navegar na web.

Figura 34: Ferramenta de Engenharia Social

Figura 35: Site clonado pelo atacante

XIl. CONCLUSOES

O objetivo deste projeto € desenvolver e implementar um
Network Security Operation Center (NSOC) usando tecnolo-
gias ¢ ferramentas sofisticadas como Zabbix, Pfsense. Snort.
Vyos, Exos ¢ GNS3. Os resultados mostram a eficacia do
NSOC na monitoragdo e mitigagdao continuas de ameagas a
seguranga cibernética ¢ destacam sua importancia estratégica
para proteger ativos de rede. As simulac¢des ajudaram a iden-
tificar e explorar algumas vulnerabilidades. Isso refor¢ou a
importancia de praticas de seguranga e politicas de resposta a
incidentes.

Para proteger contra novas vulnerabilidades e ataques, reco-
mendamos a continuidade do desenvolvimento de abordagens
de seguranga adaptativas ao contexto, melhorias nas configu-
ragoes de seguranca dos dispositivos e atualizagdes regulares
dos sistemas.

Por fim este trabalho resume os objetivos, os resultados
alcangados e a importancia estratégica do NSOC na instituicio,
visando menos gastos e utilizando em alguns locais, sempre
adaptados aos contextos, a implementagdo desse tipo de
seguranca.
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