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RESUMO:Este artigo descreve o uso da ferramenta GNS3 para construgdo de um ambiente
virtualizado para cursos de cibernética. A pesquisa foi conduzida em areas relacionadas a
pratica de laboratérios virtuais em cibernética, para suporte ao ensino-aprendizado. Com base
nisso, foram estudadas algumas ferramentas para construgdo de ambientes virtuais e escolhido
0 GNS3 (Graphical Network Simulator-3) para essa finalidade. Posteriormente, foi projetada
uma arquitetura de rede, similar a um SOC (Security Operations Center) com diversos ativos de
rede e maquinas virtuais. Esses ultimos, com a finalidade de prover servicos de rede,
seguranga e monitoramento, foram implementados no GNS3. Apdés a configuracédo da
arquitetura de rede, testes foram realizados e os resultados apresentados demonstraram a
eficiéncia da ferramenta ao emular a arquitetura de rede proposta. Desta maneira, o ambiente
virtualizado proporciona aos alunos mais oportunidade de executarem atividades praticas em
cibernética, além do aumento de habilidades e conhecimentos na area.

Palavras Chaves: VIRTUALIZACAO, GNS3, CIBERNETICA, LABORATORIO.

buscam este desenvolvimento, contribuem
verdadeiramente para a evolugdo tecnoldgica
dos ativos de seguranca de redes, bem como
para a manutengdo da seguranga no espago
cibernético (GOMES CARMONA, 2017).

No entanto, implementar ativos e
ferramentas para realizar o monitoramento e
prevencdo das ameacgas cibernéticas, requer
elevado investimento financeiro, conforme
aponta o relatério de Cyberseguranca de 2020
da empresa multinacional de tecnologia da

1 INTRODUCAO

Indmeras sao, atualmente, as ameacas
a seguranga das redes ao redor do mundo.
Destacam-se os  cédigos  maliciosos,
comumente chamados de malware. O
relatorio do diretor executivo de seguranca da
informagédo da empresa de tecnologia CISCO
aborda, em uma de suas secbes, a
preocupagao com a evolugdo do malware
(CISCO, CISO Benchmark, 2019).

Os malwares podem ter diversos informagdo Accenture.
objetivos, estando entre os principais a forma Adquirir  hardwares especificos para
de expansdo das “botnets”, redes de equipar laboratérios com o objetivo de

treinamento e ensino na area de cibernética,
tornou-se cada vez mais oneroso. Além da
possibilidade desses hardwares tornarem-se

computadores infectadas utilizadas para fins
maliciosos [CISCO, Relatério de Ameacas,
2019]. O combate as botnets se da por meios

de ativos de segurangca de redes, como
firewalls e sistemas de detecgao e prevengao
de intrusdo, do inglés, Intrusion Detection
System (IDS) e, Intrusion Prevent System
(IPS).

O desenvolvimento de mecanismos
para deteccdo constitui-se em uma atividade
complexa e trabalhosa, que envolve pesquisa
e experimentagdo. Assim, trabalhos que

obsoletos em um curto espago de tempo, €
necessario adquirir uma quantidade
consideravel de equipamentos para equipar
um laboratério que atendesse satisfatoriamente
a um minimo de 10 alunos. Sendo assim, um
recurso menos dispendioso, que serve ao
proposito do ensino e treinamento em cursos
ou estagios de cibernética, € a virtualizagao.

A virtualizagdo ja estda bastante
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consolidada em ambientes de servidores e
datacenters (VMWARE, 2020). Quanto ao uso
desse mecanismo em ambientes de ensino-
aprendizagem na area de cibernética, é o que se
pretende discutir neste trabalho.

O intuito da pesquisa sera explorar a
ferramenta GNS3 (Graphical Network Simulator-
3), um software livre que tem por finalidade
emular ambientes complexos de rede,
disponibilizando ao usuario uma quantidade
consideravel de ativos para pesquisa e
experimentagdo (GNS3, 2020). Neste contexto,
o estudo ira concentrar-se no uso do GNS3 para
emular cenarios voltados ao ensino em cursos e
estagios de protecao cibernética.

2 DESENVOLVIMENTO

Um dos aspectos da protecao cibernética &
a seguranga de uma rede, usada para garantir a
conexao entre inumeros dispositivos. Desse
modo, especialistas em seguranga devem,
constantemente, passar por treinamentos nos
varios aspectos de seguranga da rede, ter uma
forte base de conhecimento dos diversos
servicos de rede e como podem ser protegidos
frente as ameacgas, na propor¢cao que elas
aparecam (CHAPMAN, 2017).

Realizar o] treinamento desses
especialistas, para que possam responder com
eficiéncia as ameagas em uma rede, requer um
ambiente sofisticado, atualizado e dinamico.
Posto isso, a pesquisa ira abordar o uso da
virtualizagao dos servigos de rede, analisando as
principais ferramentas destinadas a essa
finalidade, suas caracteristicas e demonstrar o
motivo da escolha do software GNS3 para esse
trabalho.

Os emuladores de rede oferecem a
possibilidade de imitar uma rede sem a
necessidade de alguns componentes, como
cabos para conexao de dados e rede elétrica.
(LANDERS, 2019). A seguir, serdo apresentadas
as principais ferramentas que podem emular
topologias de redes, tanto de baixa como alta
complexidade.

2.1 VIRTUALIZADORES DE REDE

2.1.1 CISCO PACKET TRACER
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O packet tracer foi desenvolvido para o

ensino de redes de computadores com
simulagbes baseadas nos niveis de
conhecimento exigido para obter uma

certificacdo cisco CCNA ou CCNP. E um
programa gratuito, com interface grafica
simples e amigavel, proporcionando a
simulagdo de ativos de rede, principalmente
switches e roteadores da Cisco (PACKET
TRACER, 2020).

O programa pode ser utilizado em
sistema operacional Windows e Linux. A
versao 7.2.1 do Packet Tracer contém
recursos para simular solu¢des de Internet das
Coisas (loT), projetos inteligentes, como
cidades e casas inteligentes, com a
possibilidade de utilizar Python e Java Script
para programar seu comportamento (PACKET
TRACER, 2020).

No entanto, o packet tracer nao
possibilita a integracdo com uma variedade de
dispositivos intermediarios ou finais, como
solucdes de firewall open source e desktop
Linux. Esta limitado a dispositivos da propria
CISCO. A figura 1 mostra um exemplo de uma
topologia de rede na interface do packet tracer
7.2.1 para Linux.

FIGURA 1: Topologia de Rede
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Fonte: o autor

2.1.2 EVE-NG
@) EVE-NG (Emulated Virtual
Environment — Next Generation) é uma

ferramenta para emulagdo de ambientes de




rede que vem sendo bastante aplicada em testes de vulnerabilidades de seguranga, para testar
novas tecnologias como as Redes Definidas por Software (SDN — Software Defined Network) ou
para desenvolvedores que desejam testar seus softwares (BALYK, 2019).

Com o EVE, pode-se emular redes corporativas complexas, homologar solug¢des e
mudancas em uma topologia antes de coloca-las em producao. Outros recursos interessantes
sdo a construgcao de ambientes de POCs (Proof of Concepts) para clientes, a analise de trafego
de pacotes com o programa Wireshark e testes em solugdes para problemas reais (BALYK,
2019).

Este emulador esta disponivel nas versées Community Edition, Professional Edition e

Learning Centre Edition. A versdo Community é gratuita, oferecendo menos recursos que a
versao profissional, que é paga, mas, mesmo assim, a versao gratuita possibilita a criacdo de
inumeros cenarios de rede. Deve ser instalado preferencialmente em ambiente de servidor, pois
requer recursos de hardware consideraveis para um correto desempenho (EVE-NG, 2020).
Uma das vantagens do EVE-NG é a possibilidade de integragdo com varios tipos de dispositivos
de diversos fabricantes, como Cisco, Checkpoint, Palo Alto, PfSense, Mikrotik, Dell, HP, entre
outros. Através da integragdo com o emulador “Dynamips”, pode emular o hardware de switchs
e roteadores da Cisco, e com o software livre QEMU, possibilita a execu¢gao da maioria dos
sistemas operacionais como Linux, Windows, FreeBSD e outras arquiteturas suportadas
(BALYK, 2019). A figura 2 exibe um exemplo de topologia de rede elaborada no EVE-NG.

FIGURA 2: Topologia de rede EVE
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Fonte: www.eve-ng.net

VirtualBox, entre outros, capazes de emular
2.1.3GNS3 ambientes baseados em Linux e Windows,
além dos diversos dispositivos de rede dos
principais fabricantes do mercado
(WONLY;SZOLTYSIK, 2014).

O GNS3 pode ser instalado nas
plataformas Linux, Windows e MAC OS,
oferecendo também um conjunto de
funcionalidades ao se integrar com aplicativos
terminais como Putty, VNC, Gnome Terminal,

O GNS3, do inglés “Graphical Network
Simulator-3” € um emulador de software de
rede que permite a combinacdo de
dispositivos virtuais e reais, usados para
simular redes complexas (GNS3, 2020).

E uma ferramenta de cédigo aberto e
utiliza varios softwares emuladores como o
Dynamips, Dynagen, QEMU, Docker,
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Windows telnet client, entre outros. Realiza integragédo também com o Wireshark, fazendo captura
e analise de pacotes, assim como em um ambiente de rede virtual (MOHTASIN, 2016).

Uma das vantagens do GNS3 é a simulagdo de rede em tempo real para testes de pré-
implementacao, sem a necessidade de hardware de rede e a criagcdo de mapas de rede dinamicos
para a solucéo de problemas e teste de prova de conceito (GOMEZ CARMONA, 2017).

A seguir, a figura 3 mostra um exemplo da interface GUI do GNS3.

FIGURA 3: Interface do GNS3
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Fonte: https://gns3.com

A tabela a seguir resume as principais caracteristicas e recursos das trés ferramentas para
virtualizagao de redes encontradas na homepage de cada uma delas:

TABELA1: Comparagao entre virtualizadores de rede

Caracteristica / Recurso Ferramentas
Packet Tracer EVE-NG Community GNS3
Versao Atual 7.2.1 2.0.3-110 2.2.8
Tipo simulador emulador emulador
Licenca livre livre livre
Custos gratuito gratuito gratuito
Instalacao facil complexa complexa
Processador n/a Core i5 Core i5
Memoria n/a 8 GB *gb
HD n/a 50 GB 35GB
Virtualizagao nao sim sim
Integracao apenas cisco varios varios

Fonte: autores
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Importante destacar que os dados compilados na tabela se referem aos requisitos
minimos para instalagcdo. O numero de instancias virtuais que podem ser implementadas varia
com a capacidade do hardware fisico no qual esta instalada a ferramenta.

2.2 MODELO PROPOSTO

ApoOs uma breve anadlise das ferramentas, levando principalmente em consideragao o
objetivo da pesquisa, sobre um ambiente virtual adequado para o ensino de protegéo
cibernética, optou-se pela ferramenta GNS3. A principal vantagem apresentada pelo GNS3
frente as outras ferramentas, foi o fato de ser totalmente gratuito e possibilitar uma integragéo
com um numero consideravel de sistemas operacionais e dispositivos de rede.

O packet tracer fica limitado apenas aos dispositivos de rede da cisco e estes nao
possuem 0s mesmos recursos disponiveis nos equipamentos reais. O EVE-NG, apesar de ser
uma ferramenta excelente para o acesso remoto, em sua versao gratuita, ndo € integrado
dinamicamente com o wireshark, recurso importante para analise de pacotes e essencial em
assuntos que envolvem protecao cibernética.

Varios outros quesitos que serdo tratados nas préximas se¢des deste artigo favoreceram
a utilizacdo do GNS3.

Diversos cenarios poderiam ser implementados na abordagem de uma topologia de rede
voltada a protegao cibernética. Dessa forma, a topologia proposta visa apresentar uma rede de
baixa complexidade, porém voltada a explorar os servicos de rede mais visados por
cibercriminosos, bem como as ferramentas necessarias para identificar e tentar reduzir
possiveis ataques.

A figura 4 apresenta a topologia de rede que sera trabalhada nessa pesquisa, 0s servigos
de rede implementados e os recursos necessarios para realizar a protegao da rede, ambiente
totalmente virtualizado, gerenciado pelo GNS3.

FIGURA 4: Topologia GNS3
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2.2.1 TOPOLOGIA DE REDE

Para cumprir o objetivo de apresentar um
ambiente virtual capaz de simular uma rede
voltada a protecdo cibernética, resolveu-se
utilizar os dispositivos de rede descritos a
seguir, que representam a arquitetura minima
em um Centro Operacional de Seguranga, (SOC
- Security Operational Center) (DEMERTZIS,
2019):

2.2.1.1 FERRAMENTAS DE SEGURANCA E
MONITORAMENTO:

Firewall: o sistema escolhido foi o pfSense,
que € uma distribuicdo de firewall de rede
gratuita, baseada no sistema operacional
FreeBSD com um kernel personalizado e
incluindo pacotes de software livre de terceiros
para funcionalidades adicionais (PFSENSE,
2020).

IPS/IDS: O Suricata € um mecanismo de
detecgcdo de ameacas a rede gratuito e aberto,
maduro, rapido e robusto. O mecanismo
Suricata é capaz de detecgao de intrusdo em
tempo real (IDS), prevengdo de intrusdo em
linha (IPS), monitoramento de seguranca de
rede (NSM) e processamento de pcap (captura
de pacotes) offline. O pacote Suricata foi
instalado no sistema pfSense. (SURICATA,
2020).

Servidor ELK-Stack: "ELK" é o acrénimo
para trés projetos open source: Elasticsearch,
Logstash e Kibana. O Elasticsearch é um
mecanismo de busca e analise. O Logstash é
um pipeline de processamento de dados do lado
do servidor que faz a ingestdo de dados a partir
de inumeras fontes simultaneamente,
transforma-os e envia-os para um “esconderijo”
como o Elasticsearch. O Kibana permite que os
usuarios visualizem dados com diagramas e
graficos no Elasticsearch. A pilha ELK foi
instalada em uma VM (Virtual Machine) com
sistema operacional Debian9. (ELK, 2020)
2.21.2 SERVICOS DE REDE

Servidor WEB: uma VM com sistema
operacional Debian 9 e com o servidor web
Apache?2 instalado.

Servidor MAIL: uma VM com sistema
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operacional Debian 9 simulando um servidor
de e-mail.

Servidor FILE: uma VM com sistema
operacional Debian 9 simulando um servidor
de FTP.

2.2.1.3 DEMAIS ATIVOS

PC ADM: uma VM com sistema
operacional Debian9 e GUI XFCE, com a
finalidade de realizar a geréncia dessa
arquitetura.

PC1, PC2 e PC3: Vms com sistema
operacional Debian 9 e GUI XFCE que
representam a rede LAN nessa topologia, ou
seja, o usuario final.

A topologia € completada com trés
switchs e duas nuvens NAT (Network Adress
Translation), onde uma simula uma rede
intranet e outra a internet. Todas as maquinas
virtuais mencionadas sao integradas ao GNS3
através do VirtualBox. O icone representando
um Hacker ¢ uma VM com o Sistema
Operacional Kali Linux, também integrado por
meio do VirtualBox.

A versdo do GNS3 na qual foram
realizados os testes € a 2.2.5 para Linux, pois
a ferramenta esta instalada em um notebook
com sistema operacional Debian GNU/Linux 9
(stretch) 64-bit, com 16 GB de memdria RAM,
processador Intel Core i5-4200U CPU de
1.60GHz x 4 (quad-core) e disco de 240 GB
HD SSD. A versao do VirtualBox utilizada nos
testes € a 6.0.4 para o Linux Debian.

3 CONCLUSAO
3.1 TOPOLOGIA E CONECTIVIDADE

Com a finalidade de validar a topologia
apresentada na sec¢ao anterior, interconectar e
integrar seus elementos, foram realizados
testes de conectividade entre os dispositivos.

3.1.1 CONECTIVIDADE COM A REDE LAN

A figura 5, demonstra que tomando como
origem o PC-1, utilizando o comando ping
obtivemos sucesso na comunicagao da rede
LAN com as redes externas conectadas e ele,




quais sejam, Internet e rede DMZ. A rede LAN nao tem acesso para a rede ADM.

Figura 5: Conectividade com a LAN

grupol7@PC-1:~% ping -c4 www.google.com

PING www.google.com (216.58.222.100) 56(84) bytes of data.

64 bytes from rioB0lsl6-in-f4.1lel00.net (216.58.222.100): icmp seq=1 tt1=50 time=32.

64 bytes from rio0ls16-in-f4.1el00.net (216.58.222.100): icmp seq=2 ttl=50 time=40.
from rio0lsl6-in-f4.1el00.net (216.58.222.100): icmp seq=3 ttl=50 time=43.
from rio0lsl6-in-f4.1lel@0.net (216.58.222.100): icmp seq=4 ttl=50 time=80.

--- www.google.com ping statistics ---

4 packets transmitted, 4 received, 0% packet loss, time 3005ms

rtt min/avg/max/mdev = 32.947/49.486/80.683/18.427 ms

grupol7@PC-1:~% ping -c4 192.168.17.70

PING 192.168.17.70 (192.168.17.7/0) 56(84) bytes of data.
from 192.168.17.70: icmp seq=1 ttl=63 time=1.12 ms
from 192.168.17.70: icmp seq=2 ttl=63 time=0.896 ms
from 192.168.17.70: icmp_seq=3 ttl=63 time=1.06 ms

64 bytes from 192.168.17.70: icmp seq=4 ttl=63 time=1.44 ms

--- 192.168.17.70 ping statistics ---

4 packets transmitted, 4 received, packet loss, time 3003ms
rtt min/avg/max/mdev = 0.896/1.131/1.445/0.203 ms
grupol7@PC-1:~-% ping -c4)192.168.17.200

PING 192.168.17.200 (192.168.17.200) 56(84) bytes of data.

--- 192.168.17.200 ping statistics ..==
4 packets transmitted, @ received, 100% packet loss, time 3070ms

Fonte: autores.
3.1.2 CONECTIVIDADE DA REDE DMz

A Figura 6, demonstra que utilizando como origem o Servidor WEB, obtivemos sucesso na
comunicacao dentro da propria DMZ, mas a mesma nao se comunica com as redes intranet e
internet, devido as configuragdes realizadas no firewall. Nao foram permitidos que pacotes icmp
originados da rede DMZ saissem para a internet ou intranet, comportamento esse, padréo para
uma rede DMZ.

FIGURA 6: Conectividade com a DMZ

Fonte: autor.
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Para comprovar que a configuragao do firewall sé bloqueou a saida de pacotes icmp para
internet oriundos da DMZ, a figura 7 exibe o resultado de uma atualizagdo de pacotes (comando
update) realizado através do servidor WEB.

FIGURA 7: Atualizagao de pacotes

Fonte: autor.

3.1.3 CONECTIVIDADE DA REDE ADM

A figura 8, exibe a comunicacao originando do PC-ADM para a rede DMZ, LAN e Intranet,
através do comando ping. O host PC-ADM deve ter conectividade com todas as redes pois € o
host responsavel pela geréncia da rede.

FIGURA 8: Conectitidade com a rede ADM

root@pc-adm}~# ping 192.168.17.80

PING 192.168.17.80 (192.168.17.80) 56(84) bytes of data.

64 bytes from 192.168.17.80: icmp seq=1 ttl=63 time=0.617 ms
64 bytes from 192.168.17.80: icmp_seq=2 ttl=63 time=0.585 ms
64 bytes from 192.168.17.80: icmp seg=3 ttl=63 time=1.19 ms
~C

--- 192.168.17.80 ping statistics
3 packets transmitted, 3 received, packet loss, time 2025ms
rtt min/av /max/mdev D,585/0 .191/0.280 ms

. . 56(84) bytes of data.
64 bytes from 192 168. 17 12: 1cmp seq=1 ttl=63 time=2.81 ms
64 bytes from 192.168.17.12: icmp seq=2 ttl=63 time=0.661 ms
64 bytes from 192.168.17.12: icmp_seqg=3 ttl=63 time=0.613 ms
fc
--- 192.168.17.12 ping statistics --- LAN
3 packets transmitted, 3 received, time 2013ms
rtt min/av /max/mdev = 0.613/1.364/2. g
# ping [172.24.17.1

f.l? 1 (172.24.17.1) 56(84) bytes of data.

64 bytes from 172.24.17.1: icmp_seq=1 ttl1=62 time=1.66 ms
64 bytes from 172.24.17.1: icmp seq=2 ttl=62 time=1.34 ms
64 bytes from 172.24.17.1: icmp seq=3 ttl=62 time=1.77 ms
#C
---172.24.17.1 ping statistics ---
3 packets transmitted, 3 received, 0% packet loss,| time 2004ms
rtt min/avg/max/mdev = 1.340/1.594/1.77670. 191 s
root@pc-adm:~#

Fonte: autor.

Os testes de conectividade demostraram que o GNS3 consegue realizar a geréncia das
interfaces de rede das Vms do VirtualBox, o que comprova a integracédo bem sucedida entre as
ferramentas.
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3.2 REGRAS DE FIREWALL

Os resultados obtidos nos testes de conectividade apresentados na subsecgdo anterior,
principalmente aqueles referentes a rede DMZ com saida para internet e intranet, foram fruto
das configuragdes realizadas no firewall. As regras de firewall da rede DMZ estdo descritas na
figura 9.

FIGURA 9: Regras de Firewall

e ids.grupol7.info - Firewall: Rules: DMZ - Mozilla Firefox
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(i]

Fonte: autor.

Através da imagem, verificamos que as regras foram configuradas no firewall pfSense em
sua interface web via PC-ADM. Essa configuragao comprova que a topologia de rede no GNS3
se comporta como se fosse uma arquitetura real. O usuario ou aluno que utiliza esses recursos
dificilmente observara alguma diferenca, proporcionando assim, habilidades praticas elevadas
que auxiliam consideravelmente na construgdo do seu conhecimento.

3.3 GERAGCAO DE TRAFEGO TCP

Com a finalidade de realizar mais testes no ambiente virtual, esta subsecao esta dedicada
a geragao de trafego TCP. A geragao desse trafego possibilita testar a integracdo do GNS3 com
o aplicativo de captura de trafego wireshark (WIRESHARK, 2020), com o auxilio do programa
“Iperf’, que tem por finalidade testar a largura de banda em uma conexao, utilizando protocolos
como TCP, UDP, FTP e outros (IPERF, 2020).

As figuras 10 e 11, mostram respectivamente a geragédo do trafego TCP via iperf de um
host cliente (Kali Linux), situado na rede intranet para o servidor WEB hospedado na DMZ.
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FIGURA 10: Trafego TCP cliente

3] local 172.24.17.1 port 48944 connected with 192.168.17.70 port 5001
[ ID] Interval TransTer Bandwidth
[ 3] 0.0-10.0 sec 84.2 MBytes 70.3 Mbits/sec

Fonte: autor.

FIGURA 11: Trafego TCP servidor

Server listening on TCP port 5001
TCP window size: 85.3 KByte (default)

4] local 192.168.17.70 port 5001 connected with 172.24.17.1 port 48944
[ ID] Interval Transfer Bandwidth
[ 4] 0.0-10.1 sec 84.2 MBytes 69.8 Mbits/sec

Fonte: autores.

Importante destacar que, antes de se iniciar o programa iperf, foi realizada a captura de
trafego via wireshark no GNS3, na conexdo entre o servidor Web e o switch 3. O trafego foi
originado da Intranet (HostOnly) no VirtualBox, por isso o endereco que origina a conexao
analisada por meio do wireshark € o endereco IP do firewall (172.24.17.1:48944) gateway da rede
intranet. O destino da conexao é o host WEB (192.168.17.70:5001). Nesse host, o Iperf esta
rodando em modo servidor. Na analise do trafego TCP, figura 12, podemos observar o seguinte:

Antes do inicio da comunicagao entre o cliente na Intranet e o Servidor WEB, acontece o
processo de handshake TCP. O cliente envia o pacote SYN (pacote de sincronismo que é o
primeiro passo para iniciar qualquer conexao numa rede TCP/IP) ao servidor, esse responde ao
cliente com um pacote SYN/ACK. O processo de handshake do TCP termina quando o cliente
envia o pacote ACK confirmando ao servidor que recebeu o SYN/ACK e a comunicacédo pode
comegar.

A comunicacgao do cliente é realizada na porta 48944 e o servidor recebe a conexdo na
porta TCP padréao que o Iperf trabalha, a porta 5001.

Ao final do fluxo de TCP entre cliente e servidor (quando o Iperf termina o fluxo) as
mensagens trocadas entre servidor e cliente sdo o [FIN,ACK], onde o servidor informa que nao
tem mais nada a transmitir e o cliente responde ao servidor com o [ACK] e depois envia um
[FIN,ACK] ao servidor que responde a finaliza a comunicacdo com um [ACK].

FIGURA 12: Captura wireshark

No. Time Source Destination Protocol Length Info
1 0.000000 192,168.17.70 192,168.17.200 TCP 552 50242 ~ 5044 [PSH, ACK] Seq=1 Ack=1

2 0.001887 192.168.17.200 192.168.17.70 TCP 725044 ~ 50242 [PSH, ACK] Seq=1 Ack=487 Win
30.002176 192,168.17.70 192,168.17.200 TCP 66 50242 — 5044 [ACK] Seq=487
9.996054 192.168.17.70 192.168.17.200 TCP 549 50242 ~ 5044 [PSH, ACK] Sei

997642 192.168.17.200 192,168.17.70 TCP 725044 ~ 50242 [PSH, ACK
997896 192.168.17.70 192.168.17.200 TCP 66 50242 —~ 5044 [ACK] Seq:

172.24.17.1 4 48944 —~ 5001 [SYN] Seq= 5

192,168.17.70 172,24.17.1 TCP 745001 ~ 48944 [SYN, ACK] Se Len 460 SAC,

172.24.17.1 192,168.17.70 TCP 66 48944 — 5001 [ACK] Seq=1 A 9 TS 400 TSe

172.24.17.1 192.168.17.70 102 48944 ~ 5001 [PSH, ACK] Seq=1 Ack=1 Win=20312 Len=36 TSval=62824.
n interface 0

ompu_00:ae:97 (08:00:27:90:ae:97)

UOT,S2q: 0, Len: O

size, SACK permitted, Timestamps, No-Operation (NOP), Window scale
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Para finalizar os testes desta segéo, serdo apresentados os logs do trafego TCP gerado
via iperf. Os logs sao exibidos do servidor ELK da rede ADM, conforme representados na figura

13:

FIGURA 13: Visualizagao de logs no Kibana

K kibana

Discover

# _score
»  July 8th 2019, 16:10:41.675
t _type

t beathostmame

t beatname

B ®

t beatversion
b July 8th 2019, 16:10:31.674 s

g

destip

# destport
Timelion aad

&l

# deststats.net_bytes.

# destsmts.net_packe...

2 » July 8th 2019, 16:10:21.675
Maps O final

B c]

a7
5L

Machine Learning t flow_id

t hostarchitecture
Infrastructure

i

¥ July 8th 2019, 16:1C

Logs

o 0

APM t hostname

host.os.codename

&

Uptime

t host.os.familv

Fonte: autor.

@version: 1| cransport: tcp de

dest.stats.net_bytes_total: 702,900

source.ip: 172.24.17.1 last_time: July 8th 2013,
beat.version: 6.8.1
source.stats.net_packets_total: 16,587
@version: 1 final: false transport: Tcp dest.ip: 192.168.17.70

dest.stats.net bytes total: 702,900

dest.port: 5,001

7 start_time: July

ource.port: 48,944
source.stacs.net packets total: 16,587 type: flow

0 'dest.porc: 5,001

dest.stats.net_packets_total: 10,234 final: false

16:09:43.930 beat.hostname: WEB

beat.name: WEB source.port: 48,344 source.scats.net bytes total: 89,470,488

start_time: v 8th 2019, 16:09:33

dest.pert: 3,

dest.stats.net_packets total: 10,234 host.os.family: debian

source.stats.net_packets total: 16,587 @v

dest.stats.net_bytes_total: 702,300 dest.stats.net packets_tota

Ao implementar uma busca simples, com o endereco IP da Intranet (172.24.17.1),
observamos que os logs do trafego gerados via Iperf foram enviados com sucesso. Nesse log,
identifica-se o enderecgo IP de origem (172.24.17.1), porta de origem (48944), endereco IP de
destino (192.168.17.70), porta de destino (5001) e o tipo de protocolo da camada de transporte
(TCP). Ao verificar que os logs estdo sendo gerados, certifica-se que a infraestrutura de rede
montada esta funcional, e o servidor ELK funcionando de forma correta para analisar os logs

do trafego gerados para teste.

3.4 AVALIAGCAO

Os resultados apresentados nessa
secdo puderam mostrar a eficiéncia do
GNS3 quanto a criagcdo de um laboratério
virtual para trabalhar em cursos de
cibernética. Vale destacar a importancia da
integracdo com o VirtualBox, tornando o
laboratorio muito flexivel com a execucéo de
inumeras tarefas de rede, idénticas ao
mundo real. O ambiente do laboratério € um
bom campo de testes para estudantes em
cibernética antes de comecar trabalhando
com equipamentos reais, onde erros podem
causar falhas catastroficas (MOHTASIN,
2016).

Vale destacar que o laboratério virtual é
ideal para alunos que tentam aprender como

instalar, configurar e testar os dispositivos de
rede, bem como arquiteturas e topologias de
rede voltadas a protecao cibernética. Nao é
adequado para testar o desempenho dos
dispositivos de rede, pois o resultado ndo pode
ser comparado com um ambiente real.

O numero de instancias virtuais que séo
adicionadas em um laboratério é limitado a
capacidade do hardware fisico subjacente.
Para criar um laboratério com mais recursos,
ativos de rede e maquinas virtuais, precisa-se
de mais capacidade de hardware na maquina
fisica.

O ambiente virtual proposto é usado em
maquina local, apesar do GNS3 permitir a
execucao de laboratérios de forma remota, o
estudo foca na criagdo de laboratério local
hospedado em sistema operacional Linux. A
vantagem de usar o GNS3 em SO Linux é a

Revista O Comunicante



possibilidade de utilizar a integracdo de
recursos como Docker, maquinas virtuais
QEMU, sem a necessidade de uma maquina
virtual GNS3, conhecida como GNS3 VM,
necessaria quando instalado em sistema
operacional Windows. O préprio kernel do Linux
se encarrega de disponibilizar esses recursos,
economizando recursos de hardware do
hospedeiro (GNS3, 2020).

Assim, se implementado com sucesso,
este laboratdrio pode ser usado como recurso
essencial para que os alunos realizem praticas
de rede e cibernética. Aléem disso, o ambiente
do laboratério € totalmente escalavel, podendo
ser replicado e implementado em outro
computador. Os alunos devem ser capazes de
implementar facilmente instancias de
dispositivos de rede da vida real, fornecendo
uma maneira acessivel e de baixo custo para
executarem praticas de rede e cibernética.

3.5 CONSIDERAGOES FINAIS

O principal objetivo deste artigo foi
apresentar a ferramenta GNS3 como solugao
para elaboracido de ambientes virtuais para a
pratica de atividades em cursos de protegao
cibernética. Criar um laboratorio virtual, ajuda a
superar os problemas existentes de hardware e
acessibilidades limitadas. O ambiente
apresentado permite configurar, gerenciar e
testar diversos dispositivos de rede e maquinas
virtuais, proporcionando a aquisicdo de
habilidades praticas aos alunos.

No campo da cibernética integram-se
diferentes tipos de hardware, software e
ambientes de telecomunicacdes. Existe uma
quantidade significativa de conhecimento e
desenvolvimento de habilidades necessarias
para trabalhar na area cibernética. De acordo
com Tegliacane et al (2016), no geral, os alunos
precisam de oportunidades em alternadas
solucbes de laboratério para que possam
desenvolver os conhecimentos necessarios.
Desta maneira, poderdo construir e manter
sistemas computadorizados e em rede, mesmo
quando o acesso ao treinamento fisico do
hardware € limitado.

Além disso, uma pesquisa realizada em
2019 mostrou que alunos com oportunidade de
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realizarem atividades praticas (laboratorios)
na area de Tl tem desempenho superior na
aquisicao de habilidades em comparagao
aqueles que possuem apenas hardwares
fisicos (limitados a execugao de testes) para
executarem exercicios praticos (LANDERS,
2019).

A vista disso, os simuladores de
habilidades em tecnologia da informacé&o (TI)
podem ser usados para complementar ou
substituir hardware caro para o ensino e
aprendizagem em computadores e
habilidades de software, redes e seguranga
cibernética (DEWEY & SHAFFER, 2016;
GERCEK, SALEEM, & STEEL, 2016).
Segundo Ghani (2015), o0s avangos
tecnolégicos tornaram possivel que objetivos
previamente alcangcados apenas com a
realizagdo de atividades praticas, hoje
pudessem ser atingidos usando simulagdes.

Nesse sentido, este artigo propds o uso
do GNS3 como ambiente virtual para pratica
de atividades nos cursos de cibernética,
proporcionando aos alunos, criarem, testarem
e analisarem seus proprios laboratorios em
um ambiente praticamente livre de custos.
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