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EDITORIAL

The 19th century is known as the age of big machines, the 20th century as the age of information, and the 
21st century as the age of innovation. But that lasted just over a decade, when it shifted into the age of quan-
tum technologies. We are experiencing a total paradigm shift in science, technology, innovation (ST&I) 

and, more than ever, in war conflicts. The 21st century has seen no less than three generations of war, and new 
generations are likely to emerge. All of this has resulted from the incredible advances in ST&I applied to increasing 
both defense capabilities and combat power in the different domains of war and theaters of operations.

In 1915, British Admiral John Fisher declared that wars in the future would be won by inventions—nothing 
more visionary than that. The World War II elevated ST&I to the level of a subject of extreme relevance for guiding 
a country’s destiny. To encourage this, prominent countries such as the United States have launched long-term stra-
tegic policies and actions. The report drawn up by Vannevar Bush, director of the Office of Scientific Research and 
Development, in 1945, at the behest of President Franklin D. Roosevelt, and the contributions of other visionaries 
helped define the new US model for ST&I development, replacing the one that allocated the majority of government 
investment to military research. In essence, in this new model basic scientific research, developed without concern 
for immediate application, takes on crucial importance due to the vast amount of knowledge produced which, used 
by third parties, would generate applications that would otherwise be impossible to envision. In it, public and pri-
vate actors, both civilian and military, share responsibility for carrying out basic and applied scientific research and 
technological development. Today there are countless inventions and innovations that are of vital importance in the 
civilian world and are the direct result of war conflicts.

The Military Engineering Institute is located in this very context, a bicentennial corporate university whose pri-
mary objective is to meet the needs of the Brazilian Army, without neglecting dual applications that can contribute 
in some way to civil society.

In this context, the role played by the Military Journal of Science and Technolog y (RMCT), a regular publication of 
the Brazilian Army, is essential. To achieve these objectives, this edition of RMCT marks the resumption of work, 
bringing it up to date with a new editorial board and the use of new technologies by hiring a specialized and excel-
lent publisher. The journal is open to publishing adherent and good quality works by civilian and military authors. 
Accepting articles from both Brazil and abroad, RMCT publishes free of charge, with one of its objectives being to 
be an open access publication option.

In this issue, we present seven articles from different areas of engineering, with special emphasis on military 
engineering.

We wish you all a good read!

Dr. Eng. Fernando M. Araujo-Moreira
Editor-in-chief of RMCT
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ABSTRACT: This paper presents a method for the identification 
or tuning of LPV models with polynomial coefficients. The method 
is applicable to multivariable systems and to fit the behavior of 
nonlinear systems. It also presents an extension for multiple varying 
parameters. A Quarter-Car suspension model was used to illustrate 
the proposed method, and models with endogenous and exogenous 
parameters were adjusted.

RESUMO: Este artigo apresenta um método para a identificação ou 
ajuste de modelos LPV com coeficientes polinomiais. O método é aplicável 
a sistemas multivariáveis e para a aproximação do comportamento de 
sistemas não lineares. Discute-se também a extensão para múltiplos 
parâmetros variantes. Um modelo de suspensão de um automóvel foi 
empregado para ilustrar o método proposto, tendo sido ajustados modelos 
com parâmetros endógenos e exógenos.

KEYWORDS: System identification; Nonlinear systems; LPV systems; 
Quasi-LPV; LPV model.

PALAVRAS-CHAVE: Identificação de sistema; Sistemas não lineares; 
Sistemas LPV; Quasi-LPV; Modelos LPV.

1. Introduction

In terms of controlling nonlinear systems, the 
classic gain scheduling approach, which uses 
linear design methods and their already con-

solidated tools, is among the approaches proposed 
in the literature.  Although it is widely used, it does 
not guarantee stability and performance outside the 
operating points considered in linear designs, espe-
cially in cases where the parametric variation rate is 
high. The fact that there is a connection between the 
formulation of Linear Matrix Inequalities (LMIs) and 
the Lyapunov Theory has allowed the stability and 
performance criteria developed for linear systems to 
be extended to non-stationary linear systems, espe-
cially for the general class of Linear Parameter Va-
rying (LPV) systems [1].

LPV control, with local or global stability and per-
formance guaranteed in large envelopes of the opera-
ting domain of multivariable systems, has been presen-
ted as a real alternative to the classic gain scheduling 
approach. LPV controller gains are automatically 

programmed without the need for any ad hoc method 
or interpolation. Since the mid-1990s, LPV control 
techniques have evolved significantly through three 
distinct methods [2, 3], namely: polytopic approach, 
grid-based approach, and Linear Fractional Trans-
formation (LFT). In polytopic approaches, models of 
some operating points are considered, in principle ge-
nerated by the extreme values of the coordinates of the 
vector of varying parameters. The remaining opera-
ting points are obtained from the affine combination 
of these extreme models, which may not be true. The 
disadvantage of this type of approach is also related 
to conservatism, which will probably include a range 
of situations that, despite being considered, may not 
occur in practice. On the other hand, the optimization 
problem to be solved, initially of infinite dimension, 
becomes a problem with finite dimension and equal to 
the number of vertices of the polytope, since the other 
models are determined by the affine combination of 
the models at these vertices [4, 5, 6].

In grid-based approaches, the space of varying 
parameters is tested in a grid of values, considering 
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realistic trajectories. The advantage of this type of 
methodology is the reduction of conservatism in re-
lation to the polytopic approach. Recursive and LMI 
algorithms of this type of methodology are found in 
the literature. On the other hand, it presents serious 
restrictions in relation to the number of varying 
parameters, that is, the computational effort grows 
exponentially and makes it impossible to treat LPV 
systems with more than two varying parameters. 
In addition, it also assumes that the system under 
analysis is relatively well-behaved, so that its dyna-
mic can be approximated without a large increase in 
the grid density [7, 8, 6].

In the case of LFT approaches, the LPV model 
must be transformed into an LFT. Therefore, appli-
cations of this methodology are restricted to cases in 
which the LPV models present specific functions of 
the varying parameters, such as polynomial functions 
of the varying parameters. Once the LFT model has 
been obtained, µ synthesis and others can be used to 
calculate the controller [9, 10].

A wide variety of LPV control applications were 
initially developed in the aeronautical area, but 
applications are expanding to several other are-
as, and are validated by experiments or high-fide-
lity simulations, as presented in [11]. One of the 
main bottlenecks today in the application of LPV 
control techniques is the lack of methods for ob-
taining LPV models. This need has promoted the  
interest of the scientific community working in the 
area of system identification, in order to be able to 
produce models of nonlinear or nonstationary sys-
tems, with the ultimate objective of using existing 
LPV control methods.

System identification methods aim to obtain mo-
dels from the measured signals of the inputs and 
outputs of a plant under study [12]. Basically, they 
can be classified into two fronts, depending on the 
structure of the model: parametric and nonparame-
tric identification. The case of nonparametric iden-
tification involves an undetermined structure and, 
consequently, an a priori undetermined number of 
parameters. Nonparametric LPV identification has 
basically been divided into three main approaches: 

(a) the scattering function; (b) the least-squares su-
pport vector machine (LS-SVM), and (c) the one 
based on the Bayesian configuration, respectively 
[13, 14, 15] as cited in [16]. Regarding parametric 
prediction, the structure to be identified is previou-
sly established and a certain number of parameters 
must be adjusted.

The methods for identifying LPV systems [17] can 
be classified, as defined in [18], into two main areas, 
according to the mathematical representation used, 
LPV-IO (Input-Output) and LPV-SS (State Space). 

LPV-SS methods adopt a discrete representation 
in state space or its equivalent LFR, which allows 
the representation of Multiple-Input Multiple-Ou-
tput (MIMO) systems. More information about the 
approaches that use the LPV-SS structure can be 
found in [18].

This work uses the LPV-IO representation, which 
utilizes discrete time series models as its mathema-
tical structure. In most cases, it uses the LTI error 
prediction configuration and is generally treated 
only for the Single-Input Single-Output (SISO) case. 
A discrete model in the form of time series can be 
represented as:

1 0
( ) ( ) ( ) ( ) ( ) ( )

n m
i j

i j
i j

y k a q y k b q u k e kθ θ
= =

= − + +∑ ∑ (1)

where 𝑞 is the delay operator in the time domain, 
so that:

( ) = ( ) (2)

The variable 𝑒(k) is the process noise, usually a 
white noise with zero mean, n ≥ m and the coefficients  
{ }  e  and { }  e are dependent on the parameter θ  
The prediction of the coefficients ai and bj in the mo-
del (1) can be performed as defined in [18]:

(i) Interpolation approach. The methods that use 
this approach are those originating from the classic 
concept of gain-scheduling, characterized by consi-
dering as the operating point specific values of the 
varying parameter that, once frozen, determines the 
error prediction structure of the LTI system, allowing 
the identification of local models. The global model is 
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obtained through the interpolation of local models, as 
developed in [19, 20].

(ii) Set association approach. In this case, the noi-
se in the measured data is treated as deterministic 
uncertainty and, instead of a direct estimate of the 
coefficients, a set of their feasible values is calculated, 
as presented in [21, 22]. This feasible set represents 
the values of the coefficients that satisfy the model 
equation in (1) and a priori with an assumed error 
less than or equal to that of the noise in the measu-
red data. A direct estimate of the coefficient is obtai-
ned by calculating the mean of the values in the fe-
asible set. This approach generally uses non-convex 
programming methods.

(iii) Nonlinear programming approach. The co-
efficients { }  e  and { }  e  of the time series model 
in (1) are estimated using nonlinear programming 
methods to minimize the mean squared prediction 
error [13, 23]. The objective is to achieve a better 
prediction than that of linear regression methods. 
In some cases, this is done through a non-linear 
parameterization:

where 𝛼𝑖,0, 𝛼𝑖,1, 𝛽𝑗,0 and 𝛽𝑗,1 ∈ℝ and the variable Z is 
the output of an artificial neural network that uses as 
inputs the output vector [(y(k) y(k-1) ⋯)]T, the input 
vector [(u(k) u(k-1) ⋯)]T and the vector of the measu-
res of the varying parameter [(θ(k) θ(k-1) ⋯)]T of the 
system to be identified. This approach, in most cases, 
uses a mixed procedure of linear and non-linear pro-
gramming through linear regression methods combi-
ned with neural networks.

(iv) Linear regression approach. Structures of li-
near models of discrete time series are used, such as 
Autoregressive with Exogenous Inputs (ARX), wide-
ly used in the literature on the identification of LTI 
systems, which is part of the system identification pa-
ckage of the MATLAB® programming and numeric 
computing platform.

In the LPV case, coefficients { }  e  and { }  e  of 
(1) are polynomial functions of the varying parame-
ter, such as:

( ) = ,0 + ,  

( ) = ,0 + ,  

 

In this way, it uses the concept of predicting the 
LTI error via Least-Squares (LS), recursive or not, as 
well as instrumental variables that lead to a better ad-
justment in the presence of noisy signals. As a result, 
a linear model in the parameters is obtained by linear 
regression, according to the precursor work of [24], 
an approach used in this work.

In [25] a method of LPV-IO identification is propo-
sed using the linear regression approach, which seeks 
a parsimonious, nonparametric model structure that 
can capture the unknown dependence of the coeffi-
cients  and  as a function of the varying parameter in 
(1). This dependence can vary between polynomial, 
rational, or even discontinuous functions. To obtain 
an efficient solution, the article proposes the LS-SVM 
method, which leads to a construction of the model 
without the a priori information of order and delay of 
the system under study. It was originally developed as 
a class of supervised learning methods, as presented 
in [26, 27] as cited in [25], where it is used to obtain 
the model structure.

In [28], a method based on Instrumental Varia-
ble (IV) for bias correction was developed to identify 
SISO LPV-IO models, of the ARX type, from measu-
rements of the output and the signal of the varying 
parameter, corrupted by noise. The noise process 
associated with the output is considered colored, of 
zero mean and with unknown distribution, while the 
measurements of the signal of the varying parameter 
are affected by a white Gaussian noise.  The proposed 
method eliminates the bias resulting from the metho-
ds originating from LS when they neglect the mea-
surement noise existing in the signal of the varying 
parameter. Thus, it provides a consistent estimate of 
LPV models with polynomial dependence of the va-
rying parameter, whose instrument used only needs 
to be uncorrelated with the noise that corrupts the 
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output observations. In this way, an approximation 
for the noise-free varying parameter does not need to 
be calculated.

The work developed in [29] is an analysis of the 
one-step-ahead error prediction criterion used in 
LPV identification processes, with the aim of obtai-
ning new kernel functions [27, 30] to be applied in 
LPV-IO identification processes of nonparametric 
Box-Jenkins models.

In [31] a bias correction scheme for closed-loop 
identification of LPV-IO models is presented, using 
the regression approach, caused by the correlation 
between the input signal that excites the process and 
the output noise. The proposed identification algori-
thm provides a consistent estimate of the open-loop 
model parameters when the output signal and the va-
riable signal of the variable parameter are corrupted 
by measurement noise.

A nonparametric LPV-IO identification by regres-
sion is presented in [32] , using LS-SVM to estimate 
the skid angle of a passenger car, replacing the sensor 
used in commercial vehicles, due to its high cost. The 
problem of the article is inspired by [21], which uses 
the set association approach method, but the article 
uses the method proposed in [25].

The work of [33] presents a study of LPV-IO iden-
tification through the regression approach, in the se-
arch for a global model with a nonparametric struc-
ture without requiring much a priori information 
about the model order, using Hilbert space through 
Reproducing Kernel Hilbert Space (RKHS), which 
corresponds to a global quadratic optimization pro-
blem directly solvable with LMI constraints, for the 
selection of the structure of the parsimonious model 
to be identified.

An LPV-IO method by online regression is presen-
ted in [34], in which the analysis of the dynamics is 
performed in the domain of the varying parameter 
or as a function of it named by the authors as cau-
sal regressor, instead of the time domain. As a result, 
the coefficients to be identified are re-estimated using 
only present data and at least one previous estimate, 
that is, each coefficient prediction does not necessari-
ly depend on its estimate at the previous instant, but 

on one of its past estimates at an instant when its as-
sociated causal regressors are similar to the present 
ones. The proposed criterion for measuring this si-
milarity is the norm of the differences between the 
current and past causal regressors. The proposed 
method presented low computational cost for similar 
adjustment of the coefficients, compared to traditio-
nal offline methods.

In this work, some ideas presented in [24] were 
adopted, and the following additional developments 
were proposed: extension of the method to multiva-
riate systems; obtainment of the solution from a ba-
tch of stored data instead of estimate by the recursive 
form; use of polynomials with independent degrees 
in each model coefficient; expansion with multiple va-
rying parameters and the realization of the time lag in 
the model between the current output and the most 
recent input, which corresponds to the increase in the 
relative degree of the transfer function of the iden-
tified model. The proposed technique was also used 
to approximate nonlinear models in the Quasi-LPV 
format by LPV models with polynomial coefficients. 
To illustrate the proposed method, a car suspension 
system was explored in several situations, with para-
meter variations and nonlinearities, approximating 
them by LPV models.

Regarding the structure of this work, section 2 
presents the definitions of LPV and Quasi-LPV sys-
tems, section 3 presents the proposed method with 
the extension to multivariable system and expansion 
to multiple varying parameters. Section 4 presents 
the problem addressed for a quarter-car suspension 
model with several nonlinear situations, depending 
on the type and quantity of variable parameters.  
Finally, section 5 presents the final considerations 
and conclusions.

2. LPV/Quasi-LPV Systems
An LPV or Quasi-LPV system is one whose matri-

ces A, B, C and D in the state space representation are 
not constant and vary depending on parameters that 
are exogenous or endogenous to the system. The-
se parameters, which alter the system dynamic, are 
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called variable parameters θ. An exogenous variable 
parameter is one that is external to the system; an 
endogenous parameter is characterized as being in-
ternal to the system, represented by one of the states 
of the system or a function of it. Both variable para-
meters must be measurable in order to portray the 
system.  Depending on the variable parameters used 
in the system representation, the models can be clas-
sified as LPV or Quasi-LPV. 

An LPV model is recognized by having all exoge-
nous and measurable varying parameters. The follo-
wing is the definition of LPV models.

Definition 1 – LPV Model [35], as cited in [36]: 
Given a compact subset P ⊂ ℝd, Fp represents the ope-
rator that maps t ∈ ℝ+ onto a vector θ(t) of external 
parameters, whose components are continuous func-
tions by parts ∀t ∈ ℝ+ Consider also the continuous 
functions, A:P → ℝn×n, B:P → ℝn×ω, 𝐶:𝑃 → ℝ𝜁×𝑛, and  
D:P → ℝ𝜁×w. An LPV model of order n is defined as:

( ) ( ( )) ( ( )) ( )
.

( ) ( ( )) ( ( )) ( )
θ θ
θ θ

     
=     

     

x t A t B t x t
y t C t D t u t (3)

It can be added that the Linear Time Varying 
(LTV) model is a particular case of an LPV system, in 
which the dynamic matrices depend on the varying 
parameter θ(t) = t.

A Quasi-LPV model is a nonlinear model that re-
sembles the LPV model in (3). In this case, the vector  
θ(t) is composed of two types of varying parameters, 
exogenous and endogenous, both measurable. 

Definition 2 – Quasi-LPV Model [36]: Be θ(t) ∈ P 
such that θ(t)=[Ω(t)T z(t)T ]T, where Ω(t) corresponds 
to the vector of exogenous variables, similarly to the 
LPV system in (3), and z(t) corresponds to the vec-
tor of endogenous variables, containing some states 
of the system or functions of these, which interfere 
in the system dynamic. The Quasi-LPV model can be 
defined by:

where the state vector x(t)=[z(t)T η(t)T ]T and η(t) re-
presents the vector containing the states that do not 
interfere in the model matrices.

The following example depicts a mathematical 
manipulation to transform a nonlinear system into a 
Quasi-LPV model. The endogenous varying parame-
ters considered are responsible for the nonlinearities 
of the system and must be measurable to characterize 
this representation.

According to [2], as an example, consider the non-
linear plant modeled by the following equations:

where u is the input of the system and considering  
x1 and x2 as the model states, x =  [x1 x2] can be defined 
as the state vector. Thus, a Quasi-LPV representation 
of this nonlinear model could be 

This representation may not be adequate unless x1 

and x2 are measurable and x1 ≠ 0 ∀t ∈ ℝ+ In this case, 
there are only the endogenous varying parameters 
and η(t) = ∅. Thus x(t)=z(t) and z(t)=[x1 x2]

T. 
Assuming that one has only x1 measurable, a more 

adequate representation could be:

which allows rewriting the equation so that the sta-
te matrix only has dependence on the variable x1, that 
is, z(t) = x1 and η(t) = x2.

3. Method proposed
The problem addressed here consists of adjusting 

an LPV model with polynomial coefficients, so that its 
output ŷ approximates, according to some previously 
defined standard, the output  of the nonlinear physi-
cal system. The proposal is that the model be discrete 
and in the form of a time series, whose coefficients can 
be polynomials dependent on the varying parameter  
θ = θ(t). Initially, we are dealing only with the SISO 
case with a single varying parameter. To identify the 
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model, it is assumed that the system under study is 
previously monitored with sensors, so that the tem-
poral data of its inputs, outputs and the varying para-
meter, even if continuous, are acquired according to a 
convenient sampling rate T.

In the same way as in [24], the class of discrete-time 
LPV models was adopted, parameterized as follows:

(4)

where q is the delay operator, as defined in (2), 
which leads to polynomials as a function of the va-
rying parameter, according to: 

(5)

(6)

In addition, it was considered that the varying 
parameter θ, although continuous, was transformed 
into a function of discrete time, that is, θ ≔ θ(kT) = θk, 
where T is the sampling period.

Thus, by (4), (5) and (6), the structure of the iden-
tified model, in the form of a time series, can be writ-
ten as:

1 1 2 2

1 2 1 1,
− − −

− − − − − +

= − − − − +
+ + + +





k k k n k n

k r k r m k r m

y a y a y a y
b u b u b u (7)

where yk = y(kT) and uk = u(kT) n, is the order of 
the model and represents the number of autore-
gressive terms of the output signal, m is the number 
of input terms, m is the delay between the current 
output and the most recent input considered, and 
m + r - 1 ≤ n.

It was also considered that the coefficients of the 
model above have polynomial dependence in relation 
to the varying parameter θ = θk. Thus, ∀i ∈ {1,⋯,n} e 
Ni∈ ℕ and :

(8)

Similarly, for the coefficients of the input variable u, 
∀j ∈ {1, ⋯, m} and Mj ∈ ℕ:

(9)

The varying parameter θ(t) is considered measu-
rable, but may be out of phase with the current ou-
tput, that is:

(10)

where γ ∈ {0,⋯, n}. Usually,  is adopted, that is, the 
determination of the current output depends on the 
value of θ at the previous instant.

Although the structure in (7) was adopted in the 
form of a time series, it is important to note that, defi-
ned in this way, it will have a one-to-one corresponden-
ce with the models in the form of state space, requiring 
only the use of a canonical realization.  In this way, the 
calculation of eigenvalues ​​of a model can be determi-
ned in the usual way, from the characteristic equation:

Considering the examples in section 4, the vectors 
containing the orders of the polynomials in each coe-
fficient of the autoregressive terms of the output and 
of the input terms are defined, as per (8) and (9):

(11)

The number ξ of parameters to be identified can 
be calculated by means of:

(12)

Given the system (4), structured as per (5) to (12), 
Theorem 1 shows how the polynomial coefficients to 
be identified are determined, from the resolution of a 
system of linear equations and the input, output and 
varying parameter data, all previously measured in 
the physical system.

Theorem 1 – Consider uk, yk and θk, with k ∈ {1,⋯, 
p}, the measured data series referring, respectively, 
to the input, the output and the varying parameter 
of the system in (4). The polynomial coefficients in 
(5) and (6) of the LPV model can be determined by 
solving the following system of linear equations:

,
X

AX A A B
X

α
α β

β

 
 = =  

 
(13)
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where:

1 2

1 2

1 2

1, 2, 0,

, 1, 1,

1, 2, ,

,

 
n

n

n

n N n N N

n N n N N

p N p N p n N

Y Y Y

Y Y Y
A

Y Y Y

α

− −

−

− − −

 
 
 =  
 
  





   



1 2

1 2

1 2

, 1, 1,

1, , 2,

, 1, 1,

,

 
m

m

m

n r M n r M n r m M

n r M n r M n r m M

p r M p r M p r m M

U U U

U U U
A

U U U

β

− − − − − +

− + − − − +

− − − − − +

 
 
 =  
 
  





   



Demonstration: The system of linear equations in 
(13) comes directly from (7). For a given instant of 
time t = kT, equation (7) can be rewritten with the 
help of (8) and (9) as follows:

1

11,0 1, 1( )N
k N ky yα α θ −= − + + − 

,0 ,( )n

n

N
n n N k nyα α θ −− + + +

1

11,0 1,( )M
M k ruβ β θ −+ + + + 

,0 , 1( ) ,m

m

M
m m M k r muβ β θ − − ++ + +

so that:

1 11, , ,[
nk k N k n N k r My Y Y U− − −=  

1, ] .
mk r m M

X
U

X
α

β
− − +

 
 
 



Considering that k ∈ {n, n + 1,⋯, p}, we arrive at 
the system of linear equations in (13).

The linear system resulting from Theorem 1 is 
overdetermined. Several methods can be used to 
solve it, such as pseudo-inverse, partial scaling and 
pivoting, Gauss-Jordan and others. An alternative is 
to use nonlinear programming methods, seeking the 
minimization of ‖AX - B‖, which is a convex problem 
[37]. However, in this case, by means of mathemati-
cal transformations, it is also possible to use linear 

programming methods, such as LMI resolution pa-
ckages [38].

In the case of a multivariable system with ω inputs 
and ζ outputs, it is assumed that each of the outputs 
can be identified independently, that is, that the ori-
ginal problem can be decomposed into a set of ζ Mul-
tiple-Input Single-Output (MISO) problems with ω 
independent inputs. Thus, for each output i, with i 
∈ {1,2,⋯,ζ}

(14)

Where yi,k represents the output yi at instant t = kT 
Using Theorem 1 and developing (14), analogously to 
the SISO case, it is possible to determine a system of 
linear equations to calculate the coefficients depen-
dent on the varying parameter θ in Ai , B1 ,⋯, Bω.

With multiple inputs, the vector M in (11) is trans-
formed into a matrix, with each row presenting the 
degrees of the polynomial expansions of the terms of 
each input. The number of coefficients ξ to be iden-
tified in (12), considering a single varying parameter 
θ, will be:

(15)

3.1 Adjustment Indices

The assessment of the adjustment error between the 
behavior of the model and the real dynamic system is 
carried out in two parts. In the first part, called the coe-
fficient adjustment error, the error in the calculation of 
the coefficients during the identification process is tes-
ted, based on the data measured at the input and output 
of the physical system. Using (13) and that v = p - n + 1, 
the adjustment error vector is defined as: 

,1 1 11 1 1

,2 2 21 1 2

, 1 1

,

a

a

a v v v v

e b a x a x
e b a x a x

e b a x a x

ν ν

ν ν

ν ν

− − −   
   − − −   =
   
   

− − −    










and the adjustment indexes of the coefficients as:

2 2 2

2
2 ,1 ,2 ,...  ,a

a a a a vJ E e e e= + += + (16)
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,1 ,2 ,, , ... , max{ ,  }a
a a a a vJ E e e e

∞
∞ = = (17)

It can be seen that B is the vector containing the 
measured outputs of the system. In this case, the er-
ror for generating the current output is evaluated, 
considering that the previously measured outputs 
are available. This corresponds to the one-step-ahead 
prediction of the output, that is, , as illustrated 
in Figure 1(a). It is also equivalent to saying that the 
model uses the previous output measurements of the 
system in real time for the prediction. It is important 
to note that the use of the model in this format should 
not be confused with recursive prediction, since its 
coefficients are already determined and will not be 
adjusted during operation.

Once the model has been identified, it is possible 
to evaluate the prediction error independently of the 
system, based on a simulation, which is much more 
rigorous. A new input signal is adopted for valida-
tion, with the same initial conditions for the system 
and model. In this case, the model is considered au-
tonomous, that is, its output ŷk is generated exclusive-
ly from the input provided and the trajectory of the 
varying parameter θ without interference from the 
system output y, as shown in Figure 1(b).

Figure 1 - Simulation of the predicted outputs: (a) 
one step ahead; (b) independent.

The error for a horizon of h simulation periods is 
evaluated as follows:

and the simulation or validation indices by:

2 2 2

2
2 ,1 ,2 ,...  . ,s s s
s

s hJ E e e e+== + + (18)

,1 ,2 ,, ,... ,max{ ,  }s s ss h
sJ E e e e

∞
∞ = = (19)

It should be noted that, using the same initial con-
ditions, input signals, sampling rate and sample size 
in the one-step-ahead simulation and in the free si-
mulation, we obtain 2 2

a sJ J≤ .

3.2 Expansion by Multiple Varying Parameters

In the situation where there are multiple varying 
parameters θ(t) = [θ1 (t) θ2 (t) ⋯ θd(t)]

T, the expansion 
of the model coefficients can be performed in ana-
logy with (8) and (9), also considering the cross ter-
ms of the varying parameters. Thus, for the case of 
two varying parameters, the coefficients of the model 
output terms and, equivalently, for the input ones, 
would have the following format: 

2
1 2 ,0 ,1 1 ,2 1

, 1 , 2 ,2 2

2 2
,2 1 2 ,2 1 2 ,

1

1 2 3

( 3

2 1 2

1
1 2

,
)

2

( , )
i i

i i i

i i i

i

i i

i i i i i

N N
i N i N i N

i N i N i N

N
N N

i

a a θ θ α α θ α θ

α θ α θ α θ

α θ θ α θ θ α θ θ

α θ θ

+

+ + +

−
+

= = + + + +

+ + + + +

+ + + +

+ +







Also in this case, the number of parameters ξ to 
be identified is significantly impacted by the number 
of components d of the vector θ(t), which makes the 
proposed methodology unfeasible for d≫1. For d=2:  

,
1 1 1

,
,

1 1 1

,( 1)( 1)
2 2

n

i i j
i i

n
i j i ji i

i i j
i

m

j

i

m

j

n m N M

M MN N

ω

ω

ξ

γ ρ

= =

==

=

=

+

−−

= + + +

+ +

∑

∑

∑ ∑

∑ ∑
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where for i ∈ {1, ⋯, n}:
0 , 1
1 , 1

γ
≤

=  >
i

i
i

N
N

;

and for i ∈ {1, ⋯, w}, j ∈ {1, ⋯, m}, ,
,

,

0 , 1
1 , 1

ρ
≤=  >

i j
i j

i j

M
M

.

4. Identification of LPV models in a 
quarter-car suspension system.

This section uses the fourth-order car active suspen-
sion model, as per [39] as cited in [40]. This model, in 
each subsection below, underwent new considerations 
in relation to the varying parameter, which led to diffe-
rent degrees of nonlinearity and enabled a more de-
tailed and extended analysis of the proposed method.

Figure 2 illustrates the physical model of the quar-
ter-car active suspension. The constant m1 represents 
the damped mass of a quarter of the car and m2 the 
undamped mass of a wheel and tire assembly. The 
upper spring, with elastic constant k and the shock 
absorber, with damping constant c, represent the very 
suspension of the car. The lower spring, with elasticity 
constant kt, refers to the damping generated by the 
deformation of the tire during the movement of the 
car on the road. The disturbance w(t) represents the 
excitation input of the model and consists of a vertical 
velocity signal due to irregularities found on the road. 
The input u(t) represents the actuation force produ-
ced by the active suspension mechanism. Its purpose 
is to isolate vibrations in the mass m1, in addition to 
providing greater car adhesion to the road.

Figure 2 - Physical quarter-car active suspension 
model

For the mathematical modeling of the assembly, the 
state variables of the system can be defined as in [39]: 
x1: distance between the masses m1 and m2, from the 
equilibrium position; 
x2: distance between the wheel axle and its base, also 
from the equilibrium position;
x3:vertical speed v1(t) of the body in relation to the 
inertial reference; 
x4: vertical speed v2(t) of the wheel axle in relation to 
the inertial reference.
Based on the definition of the states presented, it is 
possible to conclude that:

(20)

And also, 

(21)

Applying Newton’s second law to the mass 𝑚1 and con-
sidering that there is a linear dependence of the force on 
the speed in the shock absorber, through the constant c:

11 3 1 .k xxm ucx += +  (22)

From (20) in (22):

3 1 3 4
1 1 1 1

1 ( ).k c cx x x x u t
m m m m

= − + + (23)

Applying Newton’s second law to the mass 𝑚2:

2 4 1 2 3 4 ( ),tm x kx k x cx cx u t= − + + − −

4 1 2 3 4
2 2 2 2 2

1 ( ),tkk c cx x x x x u t
m m m m m

= − + + − − (24)

In addition, the acceleration of the damped mass  
m1 and the state x2 were considered as output variables 
[40]. Thus, it is possible to write the mathematical mo-
del in state space form, according to:

1 1 1 1

2 2

1 1

2 2

2

3

4

2

3

4

2

0 0 1 1 0
00 0 0 1 0
110
0

( ) ( )

1 0

   
                        = + +                      

−

    
     

−



−

− − −







 t

k c c
m m m m

k k c c
m

x x
x x

u t w t
x x

m m m
x x

m

or
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1

1 2

2
1 1 1 1

3

4

10

0 1 0
).

0
(

0

x
y x

u t
y x

x

k c c
m m m m

 
          = +              

 

−

 
(25)

where y(t) = [y1 (t) y2 (t)]
T, y1 (t) is the acceleration of 

the mass m1 and y2 (t) the displacement of the mass m2. 

The model outputs, according to [40], are related to 
the acceleration of the damped mass x3 and the defor-
mation of the tire, x2. 

The nominal values of the parameters adopted 
[39] were: m1 = 288,9 kg; m2 = 28,58 kg;  k 
=    . In all cases discussed 
below, the sampling period T=0,0025s and simula-
tion duration of 2 s were used, which totals 800 perio-
ds. In this article, the models were determined with  
in γ=0 em (10).

In the case of active suspension, considering all 
measurable states, the control law u(t) = Kx(t) was 
adopted, where x(t) is the state vector, knowing that 
the value of K employed was obtained in order to 
maintain a compromise between passenger comfort 
and tire adhesion to the road. The value of K presen-
ted in [40] and used in this work was:

310 [ 9,9997 0,0002 0,8325 0,8461]= × − − + −K

For the simulation of the data to be used in the 
identification, it was considered that the base of the 
tire, in contact with the road, is subjected to a distur-
bance at speed w(t) of the form:

w(t) = wi(t) = 0.9sen(6pt) + 0.5sen(10pt) +
	 + 0.75sen(8pt) + 0.6sen(20pt),

(26)

and for the validation of the models, the same signal 
as in [40] was used, represented by the equation:

w(t) = wv(t) = 0.6sen(8pt) + 0.75sen(12pt) +
	 + 0.9sen(16pt) + 0.5sen(20pt),

(27)

and

Figure 3 shows the graphs of the input signals w(t) 
used for identification and validation.

Figure 3 - Input signals for: (a) identification wi; 
(b) validation wv.

4.1 LTI Models

In this item and the following, it was considered 
that the mass m1 (θ) = 288,9 + 100θ and the signal 
of the varying parameter θ(t) = 0,5t for 0 ≤ t ≤ 2s, 
in the identification phase. In the validation of the 
model, another signal was used for the varying para-
meter, that is, θ(t) = sen(0,5πt) Thus, the mass presen-
ted values in the range of 288,9 ≤ m1 ≤ 388,9, which 
could correspond to the addition of passengers and 
luggage in the undamped mass. This consideration 
is quite conservative in terms of the variation rate of 
the varying parameter, taking into account a 2-second 
simulation period. In other words, a variation rate of 
the parameter slightly higher than what can happen 
in practice, but respecting that every real physical sys-
tem is a low-pass system.
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Figures 4 and 5 show, respectively, the system ou-
tputs in the cases of passive and active suspension as 
a function of the excitation with the validation signal  
and wv (t) e m1 (θ).

Figure 4 - Output signals for validating the passive 
suspension model: (a) y1; (b) y2. 

Figure 5 - Output signals for validating the active 
suspension model: (a) ; (b) .

Table 1 shows the characteristics of four LTI mo-
dels that were adjusted for outputs y1 and y2 in the 
cases of passive and active suspension, remembering 
that m1 = m1 (θ).

It is worth mentioning [40] that the tire deforma-
tion x2, when compared to the outputs y2 in Figures 
4(b) and 5(b), in the active suspension, the excursion 
was approximately double, while the acceleration y1 in 
Figure 5(a) of the damped mass m1 was of the order 
of 1% of that occurred for the passive suspension in 
Figure 4(a).

Table 1 - Characteristics of the identified LTI 
models.

Models
M1 M2 M3 M4

susp. passive passive active active

output y1 y2 y1 y2

n/m/r 4/4/1 4/4/1 2/2/1 2/2/1

N [0 0 0 0] [0 0 0 0] [0 0] [0 0]

M [0 0 0 0] [0 0 0 0] [0 0] [0 0]

ξ 8 8 4 4

2
aJ 3.4697e–3 5.3165e–7 1.2436e–3 2.8967e–8

∞
aJ 6.0661e–4 8.3421e–8 1.6489e–4 2.5778e–9

2
sJ 38.274 1.0384e–2 1.5798e–1 1.0063e–5

∞
sJ 4.2958 6.8445e–4 2.4096e–2 8.5410e–7

max|| 0.9952 0.9970 0.9994 0.9998

Table 1 shows that the elements of the vectors N 
and M in (11) were zero, which corresponds to the 
adjustment of the LTI models. The values of 

2
aJ  and 

∞
aJ  in this table and in the following ones corres-

pond to the cost of one-step-ahead prediction, accor-
ding to Figure 1(a), using the validation input wv (t). 
It is also worth mentioning that the LTI M2 and M4 
models of the outputs y2, for the passive and active 
suspension, had satisfactory adjustments, and these 
outputs are no longer addressed in the next cases. 
The graphs of M2 and M4 are exactly those shown 
in Figures 4(b) and 5(b).
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Figure 6(a) shows the outputs  of the system, in blue, 
and of the identified LTI M1 model, in red, for passive 
suspension. Figure 6(b) illustrates the absolute value of 
the error between these output signals. Figure 7 is the 
equivalent of Figure 6 for the active suspension case.

Figure 6 - (a) Outputs y1 of the system (blue) and 
the LTI M1 model (red) with passive suspension; (b) 
absolute value of the error between these outputs.

Figure 7- (a) Outputs y1 of the system (blue) and 
the LTI M3 model (red) with active suspension; (b) 
absolute value of the error between these outputs.

It should be noted that the maximum values of the 
adjustment errors presented in Figures 6(b) and 7(b) 

correspond to the respective values of ∞
sJ  in Table 1 

for M1 and M3.

4.2 LPV models with one exogenous parameter

In this case, the LPV M5 and M6 models in Table 
2 were identified as the best models that reproduced, 
respectively, the behavior of the outputs y1 of the car 
passive and active suspension, considering that the 
mass m1 varies over time. 

Table 2 - Characteristics of the models identified 
in 4.2 and 4.3.

Models
M5 M6 M7 M8

susp. passive active passive passive

n/m/r 4/4/1 2/2/1 4/4/1 4/4/1

N [1 0 0 0] [1 0] [0 0 0 0] [1 0 0 0]

M [2 0 2 2] [0 1] [0 0 0 0] [1 2 1 1]

ξ 15 6 8 21

2
aJ 5,6473e–4 3,1939e–4 3,2598e–3 3,5658e–4

∞
aJ 1,0453e–4 6,0073e–5 4,0924e–4 5,6716e–5

2
sJ 3,1698 9,1048e–2 39,014 2,6949

∞
sJ 3,4643e–1 9,2476e–3 3,8391 2,4190e–1

max|| 0.9966 0.9995 1.0012 0.9980

Comparing the values of 2
sJ  of M5 and M6 in Ta-

ble 2 with their corresponding M1 and M3 in Table 1, 
it can be seen that their adjustments are significantly 
better, but logically at the expense of the increase in 
the number of parameters.

Figure 8 presents the absolute values of the error be-
tween the outputs y1 of the system and the validated mo-
dels, both for passive suspension and active suspension. 
It is worth noting that the maximum absolute values of 
these errors in the graphs of Figure 8 correspond to the 
values of ∞

sJ  in Table 2. Comparing the graphs of Fi-
gures 6(b) and 8(a), it can be seen that the adjustment 
error of the LPV model is in the range of 8% of the va-
lues ​​presented by the LTI model. Similarly, for the case 
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of active suspension with the output y1, comparing the 
graphs of Figures 7(b) and 8(b), it can be seen that the 
adjustment error of the LPV model presents values lo-
wer than 40% of those of the LTI model.

An important characteristic observed in LPV models 
is that their coefficients depend on θ and, consequently, 
vary over time. For this reason, it is observed that their 
eigenvalues also change during the simulation. Thus, 
since the models are discrete, it is desired that the eigen-
values λi = λi (t) meet the following condition:

in order to maintain the stability of the model. Howe-
ver, it was found that small exceedance of this limit do 
not always cause mismatches between the model ou-
tput and that of the plant. Another aspect that deser-
ves to be mentioned refers to the significant increase 
in the number of parameters to be adjusted in LPV 
models. Finally, it was observed that the adjustment of 
the model is highly dependent on the trajectory of the 
parameter θ and its speed.

Figure 8 - Absolute error value of the output y1 for 
the LPV models: (a) M5 and (b) M6.

4.3 LPV models with two exogenous parameters

In this case, it was considered that the system has 
two independent exogenous varying parameters, 
which parameterize the mass m1 and the spring cons-
tant k, as follows:

where for 0 ≤ t ≤ 2 s:

Thus, the parameters m1 and k varied during the 
simulation in the following intervals:

288,9 ≤ 𝑚1 ≤ 388,9;
9.000 ≤ 𝑘 ≤ 11.000.

The parameters θ1 and θ2 above were used during 
the identification. In the validation, θ1 = sen (0,5πt) 
and θ2 = 0,5t. 

Table 2 presents the characteristics of two models, 
M7 and M8, adjusted for the output y1 (t), in the case 
of passive suspension with the simultaneous variation 
of m1 and k. M7 is of the LTI type, while M8 is the 
LPV for the same data. Figure 9 presents the output 
estimated by M7, in red, and the corresponding sys-
tem output. Table 2 shows that the adjustment cost 

2
sJ  of M8 was less than 7% of that presented by M7. It 

is worth mentioning that the output of M8 coincides 
with the system output, in blue, in Figure 9.

The identification for active suspension was not 
performed, since the controller k in [39] leads the clo-
sed-loop system to instability with the simultaneous 
variation of m1 and k.

Figure 9 - (a) Outputs y1 of the system (blue) and 
of the LTI M7 model (red) with passive suspension; 
(b) absolute value of the error between these outputs.
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4.4 LPV models with one endogenous parameter

In this case, the mass m1 = 288,9 kg was conside-
red, fixed at its nominal value, but the spring model 
was replaced by a more realistic one [41], which con-
siders the elastic constant k to vary from a certain de-
formation, as shown in Figure 10. Since the spring 
deformation is the state x1, then k becomes dependent 
on it, that is:

and (25) becomes a nonlinear Quasi-LPV model, with 
𝜃 = 𝑥1.

Figure 10 - Suspension spring force versus 
deformation.

Figure 11 illustrates the behavior of x1 and k over 
time for the input signal wi. When the deformation x1  

exceeds 0.08 m, characterized by the dashed lines in 
Figure 11(a), the spring constant k becomes variable, 
as shown in Figure 11(b).

For this case, M9 and M10 from Table 3 were de-
termined, which are distinguished by their parame-
tric structure and the number of parameters. The 
adjustments of these LPV models were not as good as 
those identified in the previous cases.

Figure 11 - Temporal evolution for the identifica-
tion input: (a) state x1; (b) (b) spring constant.

Table 3 - Characteristics of the LPV models identi-
fied for passive suspension in 4.4 and 4.5.

Models

M9 M10 M11 M12

n/m/r 4/2/3 2/2/1 4/4/1 4/5/0

N [5 0 3 0] [2 2] [0 3 1 2] [1 0 0 0]

M [3 4] [5 2] [4 2 1 0] [0 0 3 1 1]

x 21 15 45 24

2
aJ 4.1019 4.7566 8.0199 9.8109

∞
aJ 1.7896 1.8838 2.8412 3.3706

2
sJ 57.719 61.040 52.349 63.038

∞
sJ 6.4872 6.2101 7.5600 8.5038

max|| 1.0104 1.0067 1.1402 0.9294

Figure 12 shows the system response, in blue, and 
that of the validated M9 model, in red. Nevertheless, 
it was observed that for the one-step-ahead predic-
tion, this model presents a significant improvement 
in its adjustments, since its estimated responses prac-
tically coincide with that of the system, in blue, in this 
figure. Table 3 confirms this information based on the 
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values of 2
aJ  presented by M9 and M10. Figure 12(b) 

illustrates the temporal evolution of the maximum ei-
genvalue module. It is interesting to note that in some 
time intervals, this exceeds the unitary value.

It is worth noting that since the state x1 is the varying 
parameter itself, θ will be changed with the modifica-
tion of the identification input to the validation input.

4.5 LPV models with two endogenous parameters

In this case, it was assumed that the suspension is 
subjected to high speeds. Therefore, a more realistic 
behavior for the force generated by the shock absor-
ber is one that presents a cubic relationship with the 
compression or expansion speed. The mathematical 
model no longer has a linear behavior, but can be 
transformed into the Quasi-LPV form, as shown be-
low. Equation (22) can be rewritten as:

3
11 1 3.( )k x u mc xx + =+   (27)

From (20):

3 3 3 2 2 3
1 4 3 4 4 3 4 3 3( ) ( ) 3 3 .x x x x x x x x x= − = − + − (28)

From (28) in (27):

2 2 2 2
3 1 4 3 3 3 4 4

1 1 1 1

( )(3 ) (3 ) .k c c u tx x x x x x x x
m m m m

= − + + + + (29)

Developing (24) in an analogous way, we arrive at:

2 2
4 1 2 4 3 3

2 2 2

2 2
3 4 4

2 2

(3 )

( )(3 )

= + + + +

− + −



tkk cx x x x x x
m m m

c u tx x x
m m

(30)

Using (20), (21), (29) and (30), we arrive at the 
high-speed active suspension model:

2 2 2 2
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From the model in (31), it can be seen that the 
states x3 and x4 compose the matrices A and C of the 
dynamic, transforming it into a nonlinear Quasi-
-LPV model.

Figure 12 - (a) Outputs  of the system (blue) and 
the M9 model (red) with passive suspension; (b) Ma-
ximum eigenvalue modulus during validation.

Figure 13 shows the temporal evolution of the sta-
tes x3 and x4 in view of the application of the validation 
input. In this case, these states will be considered the 
varying parameters of the LPV model. 

Table 3 presents the characteristics of M11 and 
M12, adjusted for this problem. Although M12  
has a worse performance than M11 in terms of the 
cost 2

sJ , it was selected due to the parsimony crite-
rion, as it presents a significantly smaller number 
of parameters. 
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Even though the adjustment was not perfect, it is 
still much better than that of the corresponding LTI 
model, which has 2 90,21.=sJ  This model was not pre-
sented in the tables, but Figure 14 shows the system 
output curve (blue), of M11 (black) and the output of 
this LTI model (red). 

Figure 13 - Evolution of the state with the valida-
tion input: (a) x3; (b) x4.

Figure 14 - Outputs  of the passive suspension for 
the system (blue), M11 (black) and LTI (red).

5. Conclusions
In this article, a multivariate method for identifying 

LPV models with polynomial coefficients was presen-
ted. Among the applications of the method, in addi-
tion to the identification itself, there is the possibility 
of approximating nonlinear models by LPV models, 
with the purpose of applying LPV control techniques. 
The results were explored through an example rela-
ted to a car suspension. Several cases were addressed, 
with multiple endogenous and exogenous varying 
parameters, seeking to approximate even nonlinear 
Quasi-LPV systems. Some contributions in relation 
to the ideas of [24] were implemented, such as the 
extension of the method to multivariate systems, ob-
taining the solution from a data batch, the use of poly-
nomials with independent degrees per parameter, 
the possibility of performing the time lag between the 
current output and the most recent input in the mo-
del, as well as the extension of the method to multiple 
varying parameters. Although the adjustments of the 
LPV models were significantly better than those of 
the LTI models, on the other hand, there was also a 
large increase in the number of parameters to be de-
termined. It was also observed that the graph of the 
maximum module of the eigenvalues of the model 
over time is an important tool for analyzing the qua-
lity of the identified model and its chosen parametric 
structure. It is worth remembering that the one-step-
-ahead prediction showed excellent results for all the 
models presented, although there is a dependence on 
the output measurements of the system in real time. 
Finally, it was verified, mainly in the approximation of 
nonlinear systems, the strong dependence of the ad-
justment of the model on the trajectory of the variable 
parameter and its variation rate.
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Appendix A - Model coefficients

Table A1 - Coefficients of the identified models.

M1 M2 M3 M4
1 –3.8899 –3.8875 –1.9650 –1.9657
2 5.7064 5.6979 9.9883e–1 9.9966e–1
3 –3.7426 –3.7329 2.0657e–4 2.4858e–3
4 9.2613e–1 9.2258e–1 1.8604e–4 –2.4850e–3
5 –1.4126e–2 2.4678e–3
6 1.2122e–1 –7.2040e–3
7 –1.9795e–1 7.0104e–3
8 9.0897e–2 –2.2742e–3

M5 M6 M7 M8
1 –3.8854 –1.9650 –3.9020 –3.8902
2 –1.6614e-6 –4.2788e–5 5.7371 1.5265e–6
3 5.6915 9.9900e–1 –3.7683 8.0307e–7
4 –3.7266 1.9014e–4 9.3315e–1 5.7055
5 9.2050e–1 2.6350e–4 1.3017e–1 –3.7401
6 4.7693e–2 –1.1792e–4 –3.1863e–1 9.2488e–1
7 –1.0689e–2 2.4856e–1 3.7301e–2
8 2.3814e–3 –6.0094e–2 1.1522e–2
9 –4.4441e–2 1.1000e–2

10 –5.1441e–2 –3.8458e–2
11 3.1428e–2 –1.0157e–2
12 –7.0396e–3 –4.3035e–5
13 4.8188e–2 –3.5744e–2
14 –2.0730e–2 –4.7985e–6
15 4.6544e–3 –5.4108e–7
16 –3.3115e–2
17 –1.3655e–2
18 3.8937e–2
19 3.4275e–2
20 1.2319e–2
21 –1.4199e–2
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M9 M10 M11 M12
1 –2.1451 –1.8308 –2.6426 –2.8394
2 1.9944e-1 8.0398e–2 3.0743 –1.9056e–2
3 –3.2760 –4.5524 –1.9459e–1 2.1094e–3
4 –24.188 8.3022–1 –1.2791e–2 3.4121
5 28.608 –5.1005e–2 –2.7967e–2 –2.0704
6 536.92 4.9448 –1.2417e–1 5.2334e–1
7 1.4962 8.8089e–1 –4.5444e–2 –255.01
8 –3.3536e–1 –9.3699e–1 3.4387e–3 1024.2
9 –1.2673e–1 –5.1392e–1 9.8325e–2 –1548.7

10 2.9411 70.379 –1.2912e–2 -5.6339
11 10.771 –850.63 3.6693e–2 1.1043e–1
12 –1.5032e–2 –4000.2 –1.6806 –1.0481e–1
13 8.7969e–1 –8.7297e–1 4.6561e–1 1.8862e–1
14 –5.7447e–1 6.8925e–1 2.1312e–1 2.5113e–2
15 15.912 16.264 3.3240e–1 7.4621e–3
16 144.42 –2.3406e–1 –1.0500e–1
17 –8.5403e–1 –2.3056e–2 –4.1403e–2
18 7.6552e–1 –1.0547e–1 9.2937e–2
19 –5.0067 2.7712e–2 1045.4
20 –176.37 –6.0313e–2 11.942
21 –565.46 –8.8240 –5.4097e–1
22 –3.6792 -265.75
23 3.8992 -6.4258
24 –1.4866e–1 3.4988e–1
25 –3.3907e–1
26 –9.5981e–2
27 7.8418e–1
28 2.0652e–2
29 –3.9837e–2
30 –2.6922
31 –1.1238e–1
32 2.9413e–1
33 2.7791e–1
34 –5.6398e–1
35 5.4148e–1
36 26.288
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M9 M10 M11 M12
37 6.5098
38 –3.2759
39 1.4140e–1
40 –6.5476e–1
41 1.9229
42 –27.293
43 –2.5943
44 –1.2012e–1
45 10.132

The coefficients of the models presented in Table A1 are arranged in the order shown in (7), that is, a1, a2, 
a3, ..., b1, b2, b3, .... As each coefficient has several parameters, they are in the sequence shown in item 3.2.
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ABSTRACT: Repair and replacement of damaged or lost tissue 
is a problem of utmost importance for contemporary medicine. 
Hydroxyapatite, Ca10(PO4)6(OH)2, (HA), is the bioceramic most 
similar to the inorganic phase of bone tissue, besides being bioactive. 
Hydroxyapatites with partial ionic substitutions and other bioactive 
bioceramics are adopted as synthetic bone grafts. These grafts can be 
produced in different forms, such as microspheres, porous scans, or 
granules. In this work, HA partially replaced with biogenic silica and 
sodium-potassium niobates (KNN) were synthesized and processed in 
the form of granules. The materials were calcined, pressed, sintered, 
ground and then sieved. The samples were characterized by X-ray 
diffraction (XRD), scanning electron microscopy (SEM) and energy 
dispersion spectroscopy (EDS). The results showed the presence of 
micrometric and manometric pores in the HA samples, with higher 
porosity in the samples with higher percentage of silica.

RESUMO: O reparo e a substituição de tecido lesado ou perdido é um 
problema de extrema importância para a medicina contemporânea. A 
hidroxiapatita, Ca10(PO4)6(OH)2, (HA), é a biocerâmica mais similar 
à fase inorgânica do tecido ósseo, além de ser bioativa. Hidroxiapatitas 
com substituições iônicas parciais e outras biocerâmicas bioativas são 
adotadas como enxertos ósseos sintéticos. Estes podem ser produzidos 
em diferentes formas, tais como microesferas, arcabouços porosos ou 
grânulos. Neste trabalho, HA parcialmente substituída com sílica 
biogênica e niobato de sódio e potássio (KNN) foram sintetizados e 
processados sob a forma de grânulos. Os materiais foram calcinados, 
prensados e sinterizados, posteriormente sendo moídos e peneirados. 
As amostras foram caracterizadas por difração de raios X (DRX), 
microscopia eletrônica de varredura (MEV) e espectroscopia por 
dispersão de energia (EDS). Os resultados mostraram a presença de 
poros micrométricos e nanométricos nas amostras de HA, com maior 
porosidade naquelas com maior porcentagem da sílica.

KEYWORDS: Hydroxyapatite. Piezoelectricity. Biomaterials. Granules. PALAVRAS-CHAVE: Hidroxiapatita. Piezeletricidade. Biomateriais. 
Grânulos. 

1. Introduction

Biomaterials are biocompatible materials, 
either natural or synthetic, and can be-
long to any class, including metals, cera-

mics, polymers or composites. They must be capable of 
partially or completely replacing organs or functions 
of the human body. Metallic biomaterials are used in 
structural applications in which tensile, compressi-
ve, flexural and torsional strength are required. For 
example, orthopedic and dental implants are designed 
so that metals or metal alloys fulfill their function ba-
sed on the application and the host site [1]. Non-struc-
tural metallic biomaterials include stents with a shape 
memory effect, which are flexible metallic structures 
inserted into the human body after being plastically 
deformed. When body temperature is reached, these 
stents return to their original shape [2].

Biocompatible ceramics, or bioceramics, are used 
in various applications. Inert types, or bioinerts, are 

employed when chemical inertness is a fundamental 
requirement. These materials are generally very hard 
and resistant to abrasion. Alumina (Al2O3) and zirco-
nia (ZrO2) are examples of bioinert bioceramics used 
in femoral head prostheses, where chemical inertness, 
abrasion resistance, and hardness are crucial [3]. On 
the other hand, bioactive bioceramics can chemically 
bond to bone. These are used as bioactive coatings on 
metallic implants, providing a chemical bonding in-
terface between bone tissue and the metallic implant, 
which bioceramics alone would not fulfill [4].

Bioglasses, or biocompatible glasses, are often 
categorized with bioceramics since they are formed 
from both metallic and non-metallic elements. When 
subjected to thermal treatments, bioglasses can beco-
me partially ceramic, glass-ceramic, or even fully crys-
tallized, forming bioceramics. Bioactive bioglasses can 
also be used as coatings for metal implants.

Among bioactive bioceramics, research on 
calcium phosphate-based materials has shown 
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promising results for bone defect repair. Bioactive 
bioceramics are used in trauma treatments for bone 
regeneration, healing, and reconstitution. Their 
biocompatibility is a direct result of their chemical 
composition. Hydroxyapatite (Ca10(PO4)6(OH)2) is 
the most commonly used bioceramic as a synthetic 
bone graft because it is bioactive, meaning it can 
chemically bind to bone. Additionally, ionic substi-
tutions can alter its rate of bioreabsorption in biolo-
gical media. The synthesis of hydroxyapatites with 
ionic substitutions is a well-studied area, as human 
bone is a composite material based on collagen and 
hydroxyapatite nanoparticles, with substitutions of 
ions such as Zn²+, K+, Mg²+, and Na+ [5].

Bioglasses added to hydroxyapatite (HA) du-
ring the sintering process result in glass-reinforced 
hydroxyapatites. If these bioglasses are silicatic, the 
silicon or silicate group can integrate into the hydro-
xyapatite structure [6,7]. Silicon dioxide or silica 
(SiO2), in its amorphous form, has been used in me-
dical and dental applications because the presence 
of silica contributes to bioactivity [8]. This is directly 
related to the material’s ability to form  bridges in 
the presence of silica in biological media [8].

Other considerations related to the sintering of 
glassreinforced hydroxyapatites involve the presence 
of liquid phase, the possibility of ionic substitutions 
during the process, and the decomposition of hydro-
xyapatite into more soluble phases in vitro and in vivo.

Sintering in the presence of a liquid phase is a 
key factor in producing hydroxyapatite composites 
reinforced with bioglass. The reinforcement results 
from the increased densification achieved by adding 
bioglass powder. When bioglass melts, it wets the 
hydroxyapatite particles, and capillary forces pro-
mote densification. Additionally, the presence of a 
liquid phase enhances diffusional mechanisms, as di-
ffusion is much more effective in the liquid state than 
in the solid state. Since densification occurs through 
diffusional mechanisms that bring ceramic powder 
particles closer together, GR-HA (glass-reinforced 
hydroxyapatite) samples tend to be denser than HA 
(pure hydroxyapatite) samples pressed and sintered 
under the same conditions.

Sintering additives can interact with the primary 
ceramic powder in several ways: they may form a 
new phase, promote partial ionic substitutions in 
the main phase, or remain as a non-soluble second 
phase within the primary phase [9]. The hydro-
xyapatite structure allows for substitutions of both 
anionic and cationic groups. Thus, using bioglasses 
as sintering additives (or reinforcements) to hydro-
xyapatite powder is a strategy for synthesizing par-
tially substituted hydroxyapatites [10]. Depending 
on the bioglass composition, cationic and/or anionic 
groups can cause partial or total substitutions in the 
HA structure [10].

The properties of hydroxyapatite, such as bioac-
tivity, thermal stability, and bioresorption rate in vivo 
and in vitro, are directly related to its crystallinity 
and the presence of cationic and anionic substitu-
tions in the crystal lattice [10]. Cationic and anionic 
substitutions affect hydroxyapatite crystallinity by 
creating defects in the lattice. Substitutions with F– 
and (CO3)²

– ions have opposing effects on crystallini-
ty: replacing (OH)– groups with F– anions increases 
crystallinity, while substitutions of (OH)– groups with 
(CO3)²

– anions decrease it. This effect is also obser-
ved when (CO3)²

– groups replace (PO4)³
– groups [10]. 

This explains why fluorapatites are more crystalline 
than carbonate apatites.

Among the biologically relevant elements, sili-
con is notable for promoting biomineralization and 
playing a crucial role in bone metabolism [8, 11]. 
Silicon is therefore studied for partial substitution 
in the structure of hydroxyapatite and bioglasses. 
In hydroxyapatite, silicate groups (SiO4)

4– partially 
replace phosphate groups (PO4)³

–. Many authors 
set a limit of 5% w/w of Si (approximately 1.7 mol 
Si/1 mol HA). Silicon additions introduce defects 
in the HA structure, leading to decomposition into 
phases such as tricalcium phosphate (Ca3(PO4)2) af-
ter sintering [11].

The crystallinity of hydroxyapatite affects its 
properties, including bioactivity. More crystalline 
materials are less bioactive and have lower bio-
resorption rates in vivo and in vitro. For this rea-
son, fluorapatites are less bioactive and have lower 
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bioresorption rates [12]. Thermal stability is also 
dependent on crystallinity: the more crystalline 
the HA, the more thermally stable it is. Therefo-
re, sintering hydroxyapatites with varying degrees 
of crystallinity at the same temperature can yield 
different phases. Highly crystalline hydroxyapati-
tes are more thermally stable, resulting in higher 
thermal decomposition temperatures. Converse-
ly, substitutions that reduce crystallinity lower the 
thermal decomposition temperature. For example, 
sintering fluorapatite and carbonate apatite at the 
same temperature can produce highly crystalline 
fluorapatite as a single phase in the fluorapatite 
sample, and a mixture of hydroxyapatite and tri-
calcium phosphate in the carbonate apatite sample 
[13]. These effects illustrate that GR-HA composites 
can be more or less bioactive than pure HA and can 
exhibit different bioresorption rates in vivo and in 
vitro. They can consist of various phases such as HA, 
partially substituted HA, orthorhombic tricalcium 
phosphate (α-TCP), or rhombohedral tricalcium 
phosphate (β-TCP), among others [14]. Comparing 
hydroxyapatite with tricalcium phosphates, the or-
der of bioresorption in vivo and in vitro is α-TCP > 
β-TCP > HA.

Ceramics based on biphasic calcium phosphates, 
containing HA + β-TCP, or three-phase ceramics, 
containing HA + α-TCP + β-TCP, are strategies 
for developing alloplastic (synthetic) bone grafts. 
Bone grafts can be autogenous (from the patient), 
allogenous (from donors of the same species), xe-
nogenic (from animals of another species), or allo-
plastic/synthetic [15]. Alloplastic grafts have the ad-
vantage over allografts and xenografts of not being 
vectors for pathogen transmission. Autogenous 
grafts are considered the gold standard for bone 
repair because they carry growth factors from the 
donor. These grafts are osteoinductive, meaning 
they can induce differentiation of undifferentiated 
cells into osteoblasts. However, extensive lesions 
would require creating a large defect in the donor,  
which can result in morbidity [16]. The bioceramics 
most commonly used as alloplastic grafts include 

HA, biphasic calcium phosphate (HA + TCP),  
and bioglasses.

Fig. 1 - Bone regeneration with the help of  
HA-containing graft. Source [17].

(a) (b) (c)

Figure 1 illustrates the use of an alloplastic graft 
in repairing a bone defect. It presents, in (a), a 
bone defect; in (b), the defect shortly after being fil-
led with HA granules; and, in (c), the radiographic 
image of the defect immediately after surgery and 
three years later [17]. The latest generation of allo-
plastic grafts includes granules and porous scaffolds 
made from bioactive, bioresorbable, and preferably 
osteoinductive bioceramics. Recent studies highli-
ght piezoelectric bioceramics as a new alternative to 
calcium phosphates and bioglasses [18]. In vivo stu-
dies suggest that applying direct current electrical 
stimulation to an implant site enhances early-stage 
implant osseointegration and interfacial resistance, 
and promotes bone tissue formation. Piezoelectric 
materials can mimic the bone’s ability to generate 
electrical potentials under mechanical load without 
requiring an external energy source [18]. Bioactive 
and piezoelectric bioceramics, such as sodium nio-
bates (KNN), (which are potassium) combine bioac-
tivity and piezoelectricity, making KNN a promising 
candidate for alloplastic grafting [18].

In this study, pure hydroxyapatite granules (HA0), 
hydroxyapatite with biogenic silica (HA5 and HA10), 
and KNN were produced and characterized.
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2. MATERIALS AND METHODS
The materials used in this study included: HA po-

wders, silica (SiO2), KNN powders calcined at diffe-
rent temperatures, and polyethylene wax beads (Li-
cowax PE 830 from Clariant). The silica was sourced 
from the freshwater sponge Metania reticulata, collec-
ted in the Amazon region. The HA powders were mi-
xed with 5% to 10% by weight of silica.

The hydroxyapatite (HA) was synthesized via precipi-
tation in an aqueous medium from a precursor solution 
containing (Ca²+) cations and (PO4³

–) anions, with pH 
control at room temperature. The synthesis method is 
described by [19]. It involves aqueous reactions between 
phosphate and calcium precursors with controlled pH 
and temperature. A suspension of 0.5 M calcium hydro-
xide (Ca(OH)2) was prepared under magnetic stirring. 
Simultaneously, a 1 M solution of lactic acid (C3H6O3) 
was prepared and added to the calcium hydroxide 
suspension. Then, a 0.3 M solution of phosphoric acid 
(H3PO4) was prepared and slowly added to the mixture 
at a rate of 8 mL/min. The resulting solution, known 
as the precursor solution, was stirred for 24 hours. So-
dium hydroxide (NaOH) was then added to adjust the 
pH to 12, allowing the precipitation of hydroxyapatite. 
The precipitate was aged for 24 hours without stirring, 
filtered using filter paper and a vacuum system, and re-
suspended in deionized water to remove excess NaOH, 
achieving a pH of 7. The precipitate was then dried in 
an oven at 60°C for 24 hours.

To incorporate silica into hydroxyapatite, a com-
posite was produced using hydroxyapatite obtained 
by the precipitation method and silica from calcined 
freshwater sponge. Five different percentages of silica 
were used to create a ceramic slip composed of hydro-
xyapatite, biogenic silica, water, and polyethylene glycol 
(PEG). The resulting paste was applied to polymeric 
sponges, which served as a porous framework for the 
ceramic paste. The sponges were immersed in the pas-
te for 12 hours, then heat-treated with a heating rate 
of 0.5°C/min up to 550°C, where they were held for 2 
hours to remove PEG and other organic additives.

KNN was synthesized using the sol-gel method, cho-
sen for its simplicity and the homogeneity of the final 

material, as described by Jigong et al. [8]. The raw ma-
terials included potassium carbonate (K2CO3), sodium 
carbonate (Na2CO3), niobium(V) oxide (NbO5), and ci-
tric acid (C6H8O7·H2O). The carbonates were dissolved 
in deionized water and stirred for 20 minutes. Citric acid 
was then added to the carbonate solution. An ammonia 
solution was added to adjust the pH and form the sol. 
Niobium(V) oxide was introduced into the sol, and the 
mixture was ground with alumina spheres for 8 hours. 
The resulting paste (Figure 3) was dried at 120°C to 
form xerogel, which was then calcined at 650°C, 700°C, 
and 750°C for 2 hours to obtain the powders.

The powders were mixed with polyethylene (PE) 
wax beads in a volumetric ratio of 65% (v/v) powder 
to 35% (v/v) wax beads. The mixture was pressed at 
50 MPa for 1 minute. The green bodies of the samples 
were sintered with a heating ramp up to 550°C to elimi-
nate the PE beads, with a heating rate of 0.5°C/min and 
a 2-hour hold at 550°C. Sintering continued at a rate of 
3°C/min up to 1100°C, with a 1-hour hold at 1100°C. 
The sintered pellets were ground and sieved to granule 
sizes between 0.18 mm and 0.71 mm. Finally, the struc-
ture of the granules was characterized by X-ray diffrac-
tion (XRD) using an X’PERT PRO MRD diffractometer 
(PANalytical) with a cobalt-CoKα source (λ=1.789 Å), a 
current of 30 mA, and a voltage of 40 kV, scanning from 
10° to 80° 2θ with a step size of 0.02 seconds. Qualitati-
ve phase analysis was performed using HighScore Plus 
software. The morphology and chemical composition 
of the granules were assessed using a Field Emission 
Gun Scanning Electron Microscope (FEG-SEM), model 
QUANTA 250 FEG from FEI, coupled with an energy 
dispersive spectrometer (EDS), model Bruker 6-60.

3. RESULTS AND DISCUSSION

3.1 XRD analysis

Figure 2.4 presents the results of the X-ray diffrac-
tion (XRD) analyses for hydroxyapatite (HA) samples, 
both pure and partially substituted with SiO2, after sin-
tering at 1100°C. The analysis revealed that the sam-
ples without biogenic silica addition exhibited a single 
phase of hydroxyapatite (HA). In contrast, the samples 
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containing 5% w/w and 10% w/w SiO2 displayed addi-
tional phases of whitlockite (Ca3(PO4)2) and silica (SiO2). 
These findings demonstrate the effect of biogenic silica 
on the thermal stability of HA. Specifically, the addition 
of silica led to phase transformations upon sintering at 
1100°C, whereas the pure HA samples retained a sin-
gle phase of hydroxyapatite at the same temperature. 
This observation supports previous studies indicating 
that silica influences the phase stability of HA.

It was also observed that the HA phase showed less 
intense and wider peaks in the samples that received 
biogenic silica. This result corroborates the effect of io-
nic substitutions with (SiO4)

4- groups in the crystallinity 
of HA [11]. These authors report the creation of defects 
in the structure of HA, due to the substitutions of (PO4)

3- 
groups by (SiO4)

4- groups. In fact, [21] reported the cre-
ation of (OH)- group vacancies due to the need for load 
rebalancing, since there is a difference between the loads 
of the (PO4)

3- groups and (SiO4)
4- groups. The variation 

in ionic radii between these groups also induces stress in 
the HA lattice, contributing to the observed reduction in 
crystallinity in the samples with ionic substitutions.

Fig. 2 - X-ray diffractogram of HA samples with 
and without addition of biogenic silica.

The XRD analysis of KNN samples, shown in Fi-
gures 3 to 5, identified three phases: K0.5Na0.5NbO3, 
K6Nb10.8O30 (KNN) and Al2O3, with KNN being the pre-
dominant phase. Some peaks corresponding to alumina 
(Al2O3) were also observed, likely due to the grinding 
process during synthesis.

Fig. 3 - X-ray diffractograms of KNN samples.

3.2 SEM analysis

Figures 4 to 9 present the scanning electron mi-
croscopy with field emission gun (SEM-FEG) analy-
sis of the HA samples. These images confirm that the 
granule sizes fall within the predicted range. Notably, 
an increase in porosity is observed with higher per-
centages of silica, as illustrated in Figures 7 to 9.

Fig. 4 - SEM micrograph of the HA0 sample at 
100× magnification.
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Fig. 5 - SEM micrograph of the HA5 sample at 
100× magnification.

Fig. 6 - SEM micrograph of the HA10 sample at 
100× magnification.

Fig. 7 - SEM micrograph of the HA0 sample at 
5000× magnification

Fig. 8 - SEM micrograph of the HA5 sample at 
5000× magnification.
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Fig. 9 - SEM micrograph of the HA10 sample at 
5000× magnification.

Fig. 10 - SEM micrograph of the KNN650 sample 
at 100× magnification.

The results of SEM analysis of KNN samples are 
presented in Figures 10 to 15. Figures 10 to 12 also 
confirmed the particle size range, in accordance with 
the sieving process. Figures 12 to 15 revealed changes 

in the morphologies of the granules, with an increase 
in the calcination temperature.

Fig. 11 - SEM micrograph of the KNN700 sample 
at 100× magnification.

Fig. 12 - SEM micrograph of the KNN750 sample 
at 100× magnification.
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Fig. 13 - SEM micrograph of the KNN650 sample 
at 5000× magnification.

Fig. 14 - SEM micrograph of the KNN700 sample 
at 5000× magnification.

Fig. 15 - SEM micrograph of the KNN750 sample 
at 5000× magnification.

3.2 EDS analysis

The energy-dispersive X-ray spectroscopy (EDS) analy-
sis of the HA samples confirmed the presence of calcium 
(Ca), phosphorus (P), and oxygen (O), as shown in the 
spectrum in Figure 16. The table included in this figure 
provides atomic and weight fractions. It is important to 
note that EDS is a semiquantitative technique, which me-
ans the results should be considered with this limitation 
in mind. Nonetheless, the EDS results are consistent with 
those obtained from the XRD analysis of the HA samples.

For HA samples with added biogenic silica, the 
EDS analysis revealed the presence of calcium (Ca), 
phosphorus (P), oxygen (O), and silicon (Si), as illus-
trated in Figures 17 and 18. These findings support 
the XRD results, which indicated the presence of the 
SiO2 phase in these samples.

In the KNN samples, EDS analysis detected the presen-
ce of potassium (K), sodium (Na), niobium (Nb), oxygen 
(O), and aluminum (Al), as shown in Figure 19. This 
corroborates the XRD results, which identified the Al2O3 
phase in the samples. The presence of aluminum (Al) and 
oxygen (O) in the EDS spectra further confirms this phase.
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Fig. 16 - EDS spectrum of the HA0 sample.

Fig. 17 - EDS spectrum of the HA5 sample.
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Fig. 18 - EDS spectrum of the HA10 sample.

Fig. 19 - EDS spectrum of the KNN650 sample.
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4. Conclusions
When comparing the HA granules, an increase 

in porosity was observed with higher silica content. 
This increased porosity enhances the specific surface 
area, which is beneficial for graft applications, as it 
boosts the bioactivity of the material and facilitates 
the permeation of body fluids. For the KNN granu-
les, analysis revealed that no phase transformations 
occurred at the various calcination temperatures. 
After sintering at 1100ºC, the samples consistently 
exhibited three phases: K0.5Na0.5NbO3, K6Nb10.8O30 
(KNN), and Al2O3. The presence of alumina is 

attributed to the milling process. The observed low 
density and alumina contamination could poten-
tially impact the piezoelectric properties of the KNN 
granules, suggesting that the processing route may 
need further optimization.
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ABSTRACT: The Command and Control field has gone through a 
series of evolution in recent decades as a result of the adoption of the 
concepts of Network-Centered Operations Doctrine. This evolution 
entitles Command and Control to manage projects other than the 
usual one, which would be the military field. At the same time, the 
world faces the problem of efficiency and effectiveness in the delivery 
of public services, particularly in the area of health, characterized 
by divergences between what citizens want as users of services and 
what governments provide. Research has been developed seeking to 
elucidate the issue of the poor performance of public administration 
in meeting social demands. Organizational innovation presents 
itself as a promising area for the development of ways to maximize 
the provision of public services. In this context, the article presents a 
proposal for Organizational Innovation that applies Command and 
Control in the Management of Public Service Provision Operations.

RESUMO: A área de Comando e Controle vem sofrendo uma série de 
evoluções nas últimas décadas, em decorrência da adoção de conceitos de 
Doutrina de Operações Centradas em Redes. Essa evolução credencia a 
aplicação de Comando e Controle no gerenciamento de empreendimentos 
distintos do usual, que seria o campo militar. Paralelamente, o mundo 
se depara com o problema da eficiência e da eficácia na prestação dos 
serviços públicos, notadamente na área da saúde, caracterizado pelas 
divergências entre o que os cidadãos esperam, como usuários dos serviços, 
e o que os governos entregam. Pesquisas têm sido desenvolvidas buscando 
elucidar a questão do fraco desempenho da administração pública em 
atender às demandas sociais. A inovação organizacional se apresenta 
como uma área promissora para apresentar caminhos que maximizem a 
prestação dos serviços públicos. Neste contexto, o artigo apresenta uma 
proposta de Inovação Organizacional que aplica Comando e Controle no 
gerenciamento das Operações de Prestação de Serviços Públicos.

KEYWORDS: Provision of public service. Organizational innovation. 
Command and control. Doctrine centered on networks.

PALAVRAS-CHAVE: Prestação de serviço público. Inovação 
organizacional. Comando e controle. Doutrina centrada em redes.

1. Introduction

This article aims to present a proposal for 
an innovative solution, in the form of 
an Organizational Innovation (OI), for 

the immediate treatment of failures occurring during 
the Provision of Public Health Services (PSP) and that 
contribute to unsatisfactory results, based on the con-
cepts of Command and Control (C2) and Network 
Centered Operations Doctrine (DOCR), a typically 
military application area. This article is based on a 
Doctoral Thesis [1] developed at the Military Institute 
of Engineering (IME-RJ).

C2 has a reputation for being a mysterious subject, 
even for those who may be or have been a professio-
nal in the field. The words command and control, in-
dividually or together, have different meanings when 
used by different communities [2].

C2 techniques have undergone a series of evolu-
tion in recent decades, due to the adoption of DOCR 
concepts [3]. In parallel, the current perception de-
notes that the PSP in Brazil does not present the ne-
cessary quality to meet the needs of the population, 
both in scope and quality, as neither the scope nor the 
standard is satisfactory. 

This perception is supported by research produ-
ced in the academic environment, covering various 
areas of PSP, such as transportation [4], health [5] [6]
[7], and education [8][9], and also by evidence cons-
tantly reported in the media, ranging from lack of 
hot food in state schools in Rio de Janeiro [10] to a 
patient seen on the floor of the largest hospital in 
Fortaleza [11]. Numerous other press reports have 
evidenced similar problems [12] [13][14][15][16].

Based on this evidence, among many others re-
ported daily, it is undeniable that the quality of public 
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service in Brazil is insufficient, requiring several ac-
tions to improve it. Actions to achieve the necessary 
improvements may consist of changes in the form of 
management and execution of Public Service Provi-
sion Operations (OPSP), which can be done from the 
implementation of OI.

In recent years, the implementation of OI in the 
public sector has received increasing attention, both 
for providing better levels of quality of public services 
and for influencing the capacity of the private sector 
to innovate [17]. While, on the one hand, news re-
ports or scientific works emphasize the issue of pro-
blems with PSP, on the other hand, the specialized 
literature contains numerous publications on OI that 
can mitigate this problem [18][19][20].

Following this trend, the authors propose an OI in 
the area of health PSP that, based on the application of 
concepts and processes of C2 and DOCR, provides a re-
duction in the occurrence of failures or the reduction of 
their consequences. A pilot project developed between 
the Military Institute of Engineering (IME) and the Se-
cretariat of Health of the State of Rio de Janeiro (SES-
-RJ) was implemented as part of the research process. 

The purpose of the pilot project was to analyze 
and validate the model developed in the first cycle of 
action research of the research process, and its results 
were used in the improvement of the model, which 
occurred in the second cycle of action research. A 
summary of its implementation and the results obtai-
ned is presented at the end of the article 

This article is structured as follows: the theoretical 
basis is presented in Section 2; Section 3 is dedica-
ted to the description of the method used; section 4 
discusses the results obtained, presenting the propo-
sed models; and section 5 contains the summary and 
main results of the pilot project implementation.

2. Theoretical Foundation

2.1 C2 and DOCR – C2

C2 is not an end in itself, but a direction for value 
creation, such as fulfilling a mission. Specifically, C2 
centralizes efforts of several entities, individual or 

organizational, and resources, including informa-
tion, aiming at the accomplishment of some task or 
objective [2].

For C2 processes to be effective, their cycle, which 
is the sequence in which C2 actions are performed, 
must unfold repeatedly and as quickly as possible 
in each of them, throughout the time in which the 
operations are necessary [21][22]. These actions are 
known by the acronym OODA – Observation, Orien-
tation, Decision, Action. The concept of this cycle was 
introduced by John Boyd, an American military stra-
tegist active in the twentieth century [23]. 

The observation represents the continuous monito-
ring of the operating environment, so to detect any 
change in the course of events that may require an 
intervention.  Orientation means the projection of the 
new reality to be achieved in the operating environ-
ment, the new desired situation. The decision corres-
ponds to the conduct to be developed so that the new 
desired reality is effectively achieved. Finally, the ac-
tions resulting from the decision taken are implement-
ed. A new cycle then resumes, with the resumption of 
observation – FIG. 1.

Fig. 1 - OODA Cycle. 

Situational
awareness

Development
of lines of action

Command’s orders
and intentions 

Execution
of Actions
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Orientation

Decision

Action

Source: Adapted from [22].

The C2 functions comprise the set of activities for 
carrying out the PDCC – Planning, Direction, Con-
trol and Coordination – of C2 actions, which are part 
of the aforementioned OODA cycle [21][22]. Accor-
ding to [2], C2 functions are applicable not only in 



38 • RMCT

VOL.40 Nº1 2023
https://doi.org/10.22491/rmct.v40i1.9431.en

military enterprises, but also in civil enterprises. 
Viewed as a whole, the expression C2 covers the 
following functions:
•	 Establish intention (the goal or objective);
•	 Determine roles, responsibilities and relationships;
•	 Establish rules and restrictions;
•	 Monitor and evaluate the situation and progress.

Although ‘command’ and ‘leadership’ can refer to 
the same person, in practice, the possibility must be 
allowed that these functions can be performed by di-
fferent individuals or sectors. However, in view of the 
fact that ‘command’ usually refers to the figure of the 
leader, the following functions allow us to consider 
this aspect:
•	 Inspire, motivate, and generate confidence;
•	 Train and educate.

Finally, the question of the resources used in car-
rying out the mission cannot be overlooked. Without 
the necessary resources, the mission cannot be com-
pleted. Therefore, the last function considered by [2] 
is ‘provisioning’.

The functions of C2 enable the development of C2 
processes. They are what enable to carry out C2, as de-
fined above, with the actions of the OODA cycle [21]
[22]. FIG.2 illustrates this relationship.

Fig. 2 - The relationship between C2 functions, 
processes and actions.

Functions of C2 Processes of C2

Actions of
the OODA cycle

Allow 
the development 

Enable
the performance

For C2 processes to achieve the primary objec-
tives, it is essential that the perception of reality 
and reality itself are in perfect harmony. This attu-
nement is called situational awareness [21][22]. The 
structural framework that provides the support for 

all these activities and objectives to be carried out 
and achieved is called the C2 structure, which co-
vers one or more – depending on the scope – C2 
centers. Such centers are the operations centers 
designed to provide the links between the com-
mand structure with the upper and subordinate  
echelons [21][22].

C2 system is the set of facilities, equipment, infor-
mation systems, communications, doctrine, procedu-
res, and personnel essential for the commander to 
plan, direct and control the actions of their organiza-
tion to achieve a certain purpose [21][22]. The initial 
conditions for a given mission to occur may vary over 
time. These are factors that need to be observed for 
the mission to be carried out within the desired para-
meters, producing the expected objectives. 

Once the mission starts, objectives, rules, respon-
sibilities, resource allocation and everything else can 
be changed. It is up to the ‘control’ component to 
carry out this verification: if something has changed 
without proper authorization, preventing the mis-
sion from being carried out, or if something needs to 
change. The only exception concerns the definition 
of objectives (intention), which is up to the ‘command’ 
component. The ‘command’ aims to return the mis-
sion to the path of success, based on the checks of the 
‘control’ component [2].

2.2 C2 and DOCR – DOCR

Military organizations are, by their very nature, re-
sistant to change, and deal with information, traditio-
nally, in three ways: commands, which serve to define 
the specific task at hand – directives and guidelines; 
intelligence, which provides information about the en-
vironment in which the task is to be performed; and 
doctrine, which provides the rules of the game or stan-
dard operating procedures [24]

Changes, particularly changes that can affect 
relationships between organizations and betwe-
en commanders and their subordinates, present 
significant risks and therefore generate conside-
rable concern. The explosion of information-re-
lated technologies has unleashed a virtual tide of 
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change that profoundly affects organizations and 
individuals across multiple dimensions. The milita-
ry is no exception [24].

Consequently, traditional military C2 has been 
challenged by a number of modern problems, such 
as environmental complexity, dynamism, new tech-
nologies and competition capable of exploiting the 
weaknesses of an organizational paradigm that has 
been dominant since the industrial revolution. The 
conceptual response to these challenges is a new 
type of C2 organization called Network Enabled Capa-
bility (NEC) [3], which incorporates DOCR.

Traditional military architectures have been 
organized in a very hierarchical way, but modern 
innovations in communications and computer te-
chnology provide an extensive range of other pos-
sible structures. In parallel, the emerging empha-
sis on operations not necessarily focused on war 
has required more flexible organizational structu-
res. This new scenario requires the use of formal 
techniques for the evaluation of a set of possible 
organizational structures, and Social Network 
Analysis techniques are an obvious choice for such 
analyses [25].

In the industrial era, a period that began with 
the Industrial Revolution and lasted until the 20th 
century, interaction models were designed to ensu-
re control from the center. Thus, the flow of infor-
mation always followed the “chain of command” or 
the management structure of the enterprise. This 
pattern of interaction can be recognized in military 
models, in which official correspondence is addres-
sed to unit commanders. This practice reinforces the 
tradition that the flow of information must follow 
along the command line and that all information wi-
thin a unit is of interest and belongs to the unit com-
mander. Thus, in the industrial era, communication 
mechanisms imitated the organizational structure of 
the organization [2].

The information age, also known as the computer 
age or digital age, is a historical period beginning in 
the twentieth century and characterized by the rapid 
change from traditional industry, which the Industrial 

Revolution provided, to an economy strongly based 
on Information Technology (IT). 

Traditional interaction patterns developed in the 
age of industry have undergone changes to adapt 
to new paradigms, transforming from centralized 
models to networked models. In the case of Network 
Centric Warfare (NCW) and the Edge Organization (a 
relatively new organizational form that distributes 
knowledge and power to its limits and allows mem-
bers and organizational units to self-organize and 
self-synchronize their activities) [26], social networks 
are the ones that will be activated by any available 
mechanisms: mail, telephone, videoconference, local 
area networks, wide area networks, world wide web, 
etc. Social networks also depend on cooperation: the 
willingness to work together and collaborate when 
appropriate [2].

The DOCR is adopted by the U.S. Department of 
Defense for the implementation of its C2 systems. This 
doctrine has transformed and continues to transform 
C2 processes. It proposes the massive sharing of in-
formation through communication networks, leading 
to a natural self-synchronization of actions between 
the actuating forces and, thus, optimizing the OODA 
cycle and the subsequent increase in the effectiveness 
of the mission to be carried out [27].

According to [28], the value chain of Network 
Centered Operations (OCR) is reflected in a set of 
hypotheses that advocate, briefly, that a robustly ne-
tworked force contributes to increasing mission effec-
tiveness, according to the causal connections presen-
ted in Fig. 3. The massive sharing of information via 
communication networks leads to a natural self-syn-
chronization of actions, optimizing the OODA cycle 
and increasing the effectiveness of the mission to be 
carried out [29].

This work considers that the systematic and struc-
tured observation of the complex PSP environment, 
based on the adapted application of the elements of 
C2 and DOCR, can meet the need that, according to 
[30], governments have to share power and be more 
flexible in their control mechanisms, reducing bure-
aucratic procedures that can impair the efficient pro-
vision of service to the public.
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FIG.3 - Network-Centered Operations
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Source: Made from [27] and [28].

2.3 PSP

Twenty-first-century public administration is 
undergoing dramatic changes, especially in ad-
vanced economies, but also in many parts of the 
developing world. Globalization and pluralization 
of service provision are the driving forces behind 
these changes. The political problems faced by 
governments are increasingly complex, perverse, 
and global rather than simple, linear, and natio-
nally focused. However, the prevailing paradigms 
through which public sector reform is designed and 
implemented are relatively static and do not fully 
encompass the meaning or implications of these 
broader changes. While public sector reforms in 
the developing world are influenced by policy ex-
periments and organizational practices originating 
in Organisation for Economic Co-operation and Develop-
ment (OECD) countries, they tend to operate within 
the traditional paradigm of public administration. 
As a result, there is often a discrepancy between 
the momentum of public sector reform efforts in 
developing country contexts and broader changes 
in the nature of governance and contemporary ap-
proaches to public management based on OECD 
experience [31].

Contemporaneously, Public Governance (GP) 
has been proclaimed as a new paradigm, distinct 
from New Public Management (NGP) and ortho-
dox bureaucratic public administration. It applies 

in new times and contexts, marked by pluralism, 
complexity, ambiguity, and fragmentation, unlike 
the contexts of the old public administration (the 
birth and apogee of the developmentalist welfa-
re state) and the NGP (the neoliberal wave of the 
1980s and 1990s). GP is capacity for governance; 
it is collaborative network governance; it is results-
-oriented governance [32][33][34]. 

An important aspect to be considered in the PSP 
scenario concerns the issue of efficiency and effective-
ness. A reference to a quote by Peter Druker is made 
in [35]: the judgment of a manager’s performance 
must be through the twin criteria of effectiveness – 
the ability to do the ‘right’ things – and efficiency – 
the ability to do things ‘right’.

In [36] a framework is presented that discusses 
two general questions: whether the public admin-
istrator is ‘doing the right things’, that is, deliver-
ing services consistent with the needs of the citizen; 
and whether it is doing ‘the things right’, that is, 
providing quality services at the lowest cost. To an-
swer these questions, in [36] two empirical tests are 
performed, one of effectiveness and the other of ef-
ficiency. The effectiveness test asks to what extent 
public programs meet established goals, while the 
efficiency test asks whether services are provided at 
the lowest possible cost. 

In parallel to the process of evolution of the PSP, 
changes also occurred on the citizen’s side. Society’s 
pressure for quality public services is growing, and 
the pressure is more perceived in relation to those 
services related to the direct provision to the citizen. 
This situation became possible mainly from 1995, 
when the Brazilian national scenario was faced with 
the entry into the agenda of the reform of the State 
apparatus, and, within this context, of the adminis-
trative reform. With the approval of Constitutional 
Amendment No. 19, of June 4, 1998 [37], the adop-
tion of the Principle of Efficiency in the Brazilian pu-
blic administration was established.

PSP is an essential function of governments 
[30], characterized by the delivery of the product, 
made directly by the government or by a represen-
tative, to citizens. It can reach many stakeholders, 
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as it involves not only government agencies, but 
also inter- and intra-governmental agencies. As a 
consequence, there is a risk of lack of coordination 
and conflict of interest. Since there are many stake-
holders, one needs to make an adjustment in the 
expectations of interactions [30].

Because it is very heterogeneous, the public sector 
has particular challenges in ensuring its effectiveness 
and efficiency. Three main dimensions can be used to 
classify public organizations: area (health, education, 
etc.), level or sphere of government (federal, state, 
municipal) and type of institution (policy formula-
tion/central administration, regional agency, service 
provider unit) [17]. 

For [38], governments, especially in developing 
countries, do not yet have mature organizations to 
implement efficient public policies related to the di-
rect provision of services to citizens. The aforemen-
tioned author reports that, in addition to politics, im-
plementation issues can be an important focus of the 
research. Among the questions pointed out by [38], 
one is of special interest to the research aims of this 
study: what can be done to avoid failures or correct 
them more promptly?

Concern for service provision operations is also 
present in the work of [39]. For the author, operations 
management is essential to maximize the production 
of goods and services in the public service, while qual-
ity management ensures the satisfaction of beneficia-
ries beyond their expectations. 

The proposal dealt with in the article seeks pre-
cisely to act on the effectiveness and efficiency of 
OPSP, acting on one of its variables, as seen below, 
through the improvement of service delivery ma-
nagement, in the form of an OI, positioning itself 
according to several publications that seek to miti-
gate the PSP quality problem through innovations 
(e.g. [19][20][40]).

Briefly, the proposed models for the application 
of C2 and DOCR in the PSP environment seek to: 
mitigate the discrepancy between the impulses of 
efforts for reforms and broader changes [31]; inte-
grate with the precepts of the GP [32][33] [34]; maxi-
mize the efficiency and effectiveness of the PSP [35]

[36] [37]; enhance interactions and reduce conflicts 
between those interested in the PSP [30]; manage 
the PSP of regional agencies and providing units of 
the three levels of government [17]; avoid failures 
and correct them more promptly [38]; and manage 
OPSP to maximize the production of goods and ser-
vices in the SP [39].

2.4 Open OI in the Public Sector

Innovation is more than a new idea or an inven-
tion. An innovation requires implementation; that 
it be put to active use or made available for use by 
other companies, individuals, or organizations. The 
economic and social impacts of inventions and ideas 
depend on the diffusion and acceptance of related in-
novations [41]. 

According to [42], a new good, service, or process 
would be an innovation only if it is connected to the 
market. For the author, this connection means that 
there is no sense in innovating if there is no reflec-
tion in the market, or, in other words, if the company 
does not obtain an increase in sales of its products or 
services. Specifically in the case of public services, the 
increase in sales does not make sense; however, the 
increase in quality of service provision is still a con-
nection with the “market”.

Over time, the understanding of the process of 
generating innovation has deepened, showing that, 
on the one hand, the meaning of innovation triggers 
has changed, and on the other, the different phases 
of the innovation process have also been substan-
tially redefined. Another novelty is the change in the 
understanding of the innovation process as a linear 
sequence of different phases for an integrated view 
of the process, with the replacement of simple, line-
ar and sequential types by increasingly complex pat-
terns. This means that the individual phases overlap 
and that there is feedback between them. In terms of 
knowledge and technology transfer, interactive mo-
dels enrich both basic research and applied research 
and development [43].

External sources of knowledge and R&D play a 
central role in the development of innovation, being 
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complementary in companies in more technologi-
cally intense industrial areas, which usually have 
greater absorption capacity. In companies in low-te-
ch industrial sectors, both strategies are effective for 
improving innovation performance, but the combi-
nation does not have significant effects [44].

OI, as mentioned in [45], refers to the crea-
tion or adoption of a new idea or behavior for the 
organization, accompanied by new processes and 
a new information structure, which can be caused 
endogenously or exogenously. This definition is 
consistent with the definition of the Oslo Manu-
al [41], which defines as a minimum requirement 
for an innovation to be identified the existence 
of one or more characteristics that differ conside-
rably from those that characterized the product  
or business processes previously offered or used by 
the company. 

OI is seen as the implementation of a new orga-
nizational method in company business practices, 
workplace organization, or external relations. The-
refore, it can be concluded that an OI has a com-
prehensive scope, contemplating the development 
of new processes and business models and the achie-
vement of new results from the perspective of crea-
ting innovation. In addition, it includes the develo-
pment of skills, as well as processes of creation and 
transfer of knowledge [46]. 

In particular, an OI is the introduction of new 
organizational methods for managing the business 
both internally and in relation to external agents 
[41][47], and represents one of the most important 
and sustainable sources of competitive advantage 
for companies.

An Open Innovation (IA) is a concept based on the 
conviction that companies can and should look for 
ideals and ways to create innovations not only within 
the limits of their structures, but also in their environ-
ment, formed by their external partners – customers, 
other companies, etc. [48].

The increasing complexity of products and servi-
ces, coupled with rapidly changing market demands 
or increasing pressure from various social groups are 
trends that force companies to adopt new practices to 

remain competitive. External sources of information 
and integration in the context of IA is a practice that 
can leverage success [49].

The path to the development of new technologies 
and new knowledge makes companies increasingly 
dependent on external knowledge and technology, 
which may be in the public domain or belong to other 
companies, individuals or research institutions [50].

This study seeks, in short, to solve the issue of 
low efficiency and effectiveness of the PSP in Brazil, 
through the proposal of an open OI, which is based 
on the introduction of concepts and processes of C2 
and DOCR in the OPSP environment.

Thus, the proposal is characterized, from the 
point of view of OI: as an attempt to increase the 
quality of service provision, representing a connec-
tion with the “market” [42]; by the application of 
external sources of knowledge and R&D [44]; by 
symbolizing the exogenous adoption of a new beha-
vior accompanied by new processes and a new in-
formation structure [45]; by the introduction of new 
organizational methods for business management 
[41][47]; as a search to meet the growing pressure 
exerted by PSP’s client social groups [49]; and by 
portraying, in the form of an open innovation [48], 
the application of research institution knowledge in 
the development of skills and practices within the 
public company [50].

3. Method
Two approaches were used in the development 

of this research. The first (general) approach con-
cerns the scientific method related to the stages of 
development and validation of the research itself, 
which consists of identifying and studying the the-
oretical framework; analyzing the data; proposing 
a first version of the solution; in the implementa-
tion, evaluation and evolution of a pilot project; in 
a new round of theoretical study, due to the incor-
poration of a new theoretical framework; and in the 
formulation of a final proposal. As for the second 
(specific) approach, it concerns the technique and 
modeling tools used on the PSP environment, for 
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understanding the problem and developing and 
presenting the solution.

Regarding the first methodological approach (ge-
neral), the research was developed according to the 
Action Research method [51][52], involving the State 
Department of Health of RJ (SES-RJ), in partnership 
with the Military Institute of Engineering (IME). SES-
-RJ was responsible for the role of the institution whe-
re the problem is detected and IME for the role of 
the holder of expertise in the area of knowledge ap-
plied in the proposal – C2 and DCR. During the de-
velopment of the proposed model, a pilot project was 
implemented in SES-RJ. This combination of roles of 
the two institutions involved guided the choice of the 
action research method.

The development of the research had two cycles of 
action research. The first cycle consisted of three sta-
ges: exploratory, experimental and validation. In the 
exploratory stage, research related to the theoretical 
framework was carried out, the diagnosis of the pro-
blem and the model for the solution were developed. 
The experimental stage consisted of the implemen-
tation of the proposed model (pilot project) and its 
assisted operation. The validation stage consolidated 
the data from the pilot project and supported the se-
cond cycle of action research.

In the second cycle, only the exploratory stage was 
carried out and consisted of the deepening of the bi-
bliographic review and the evolution of the proposed 
model. It is intended to complete the second cycle in 
the future, by performing a second experimental step 
followed by the validation step.

Regarding the second (specific) methodological 
approach, the modeling of the problem and the pro-
posed solution followed a specific methodology based 
on the use of systems/software engineering techni-
ques and tools [53][54]. This methodology is based on 
the use of diagrams representative of different views 
of the object studied and is also organized in cycles 
(conception, elaboration, construction and transition) 
and was used to develop the model and define the 
implementation of C2 and DOCR processes and con-
cepts in the PSP environment. Throughout the steps 

of the two action research cycles, several modeling 
cycles occurred.

4. Results

The proposed OI suggests the adoption of proces-
ses, organizational structures (institutional actors with 
well-established responsibilities), and information 
structures for the incorporation of C2 and DOCR in 
the treatment of failures that occur during the PSP. 
The three dimensions covered are integrated, and 
the one resulting from the integration defines ‘who’ 
(actor) does ‘what’ (process), ‘what is treated’ (infor-
mation) and who is responsible for the information, 
always related to the treatment of failures (FIG. 4 – 
Proposed three-dimensional model) and the use of 
C2 and DOCR processes and concepts.

Figure 4 - Proposed three-dimensional model.
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To perform the OODA cycle, C2 processes must be 
performed cyclically (FIG. 5). The Functions of C2 [2]
[21][22] promote the framework so that the processes 
of C2 can be performed, as shown in FIG. 5. 

Thus, the proposed model should provide spe-
cific C2 processes that implement C2 Functions 
and Processes, and that support the performance 
of the OODA cycle Actions. The execution of the 
specific processes of the proposed model is done by 
the functionalities of the system and is only possi-
ble with the proper treatment of information and 
the correct identification of the organizational actor 
responsible for the execution of the specific pro-
cesses and the management of the information, as 
presented in FIG. 5.
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Fig. 5 - Proposed model and the implementation of C2 and DOCR.
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The proposed model addresses the research pro-
blem by acting on the response time elapsed between 
the occurrence of a failure and its total solution.
•	 When a failure occurs, corrective actions must be 

taken to resolve the problem. One variable can be 
identified: the response time. This variable can 
be divided into three parts: 

•	 Perception time (tp) – time elapsed between the 
occurrence of the failure and its perception.

•	 Triggering time (td) – time elapsed between the 
perception of the failure and the triggering of the 
corrective action; 

•	 Execution time (te) - time elapsed between the 
beginning of the corrective action and the com-
plete solution.

Therefore, the response time (tr) is equal to tp + 
td + te.

Since efficiency is the normative measure of re-
source use in a given process [35], and since time is a 
resource used by processes, it is acceptable to assume 
that the tr used to correct a failure is a factor that in-
versely influences the efficiency value: the higher the 
tr, the lower the efficiency.

Since effectiveness is the normative measure of the 
achievement of the results of a given process [35], and 
since tr is the time interval between the moment of ex-
pectation of the result (when the failure is perceived) 
and the moment when the effective result is achieved, 
it is plausible to consider that tr also influences the va-
lue of effectiveness in an inversely proportional man-
ner: the longer the time elapsed to achieve the results, 
the lower the value of this result.

From the above, it is plausible to accept that, by 
acting to reduce the tr necessary for the treatment of 
a failure, one will be contributing to the improvement 
of the PSP’s performance. It is exactly in this aspect 
of the PSP that the proposal acts: decreasing the tr for 
the solution of failures, acting on its components tp, 
td and te.

4.1 Procedural Model

The Business Process Flow Diagram of Figure 6 
represents the proposed procedural model. The pro-
cesses act on the variables related to the treatment of 
failures, as presented above. Processes nine, ten, ele-
ven, and sixteen reduce the perception time; processes 
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ten, eleven, and twelve reduce the triggering time; and 
processes thirteen, fourteen, and fifteen reduce the 

execution time. Process seventeen may reduce any of 
the variables.

Fig. 6 - Model of C2 and DOCR Processes for the treatment of PSP failure.
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4.2 Information Model and Organizational Model

The informational model contains the structure 
of the information necessary for the processes to be 
carried out, so that there is no type of ambiguity. This 
model contains the information elements (Sector, 

Fault, Solution, etc.), their main characteristics (date 
of the Fault, name of the Sector, description of the 
Solution, etc.) and the relationships between the ele-
ments (a Subsector acts on a Fault through a Solution, 
for example), and is presented in FIG. 7.
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Fig. 7 - C2 and DOCR Information Model for the treatment of PSP failure.
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The organizational model contains the generic 
functional structures (actors) responsible for carrying 
out the processes and managing the information. 
Some actors are pre-existing (Manager, Sector, Sub-
-sector, Unit, and Public), and others exist only for the 
treatment of faults (C3 and Supervisors). The actors 
are also represented in the lanes on the left side of 
Fig. 6 (actor responsible for the process). 

In addition to the definition of the three models 
mentioned above, the proposal also presents the meta-
model and the integration between dimensions, relating 

the three dimensions to each other, symbolized by the 
planes and the resulting graph presented in FIG. 4. 

A metamodel is a model of the model. Obtaining 
the metamodel or meta-modeling is the analysis, 
construction, and development of applicable and use-
ful representations, rules, constraints, models, and 
theories for modeling a predefined class of problems.

In the particular case of the research, the metamo-
del offers a view of how the three dimensions consi-
dered in the proposed model are organized and re-
lated. Thus, while the proposed model informs what 
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the elements of each of the dimensions addressed 
are and how the elements of each dimension relate 
to each other, the metamodel of the proposed model 
portrays the general characteristics of each dimension 
and how the dimensions relate to each other.

The class diagram of Fig. 8 contains the meta-
-model of the proposed model, whose core is formed 
by classes that represent the dimensions addressed: 
informational element, procedural element and orga-
nizational element. 

Each of these classes specializes in the specific classes 
of each dimension. The procedural element speciali-
zes in seventeen classes representative of the processes 
identified in the procedural model; the organizational 
element, in the eight classes of the organizational model 
structure; and the informational element, in the twenty-
-six information classes of the informational model.

The associations between the meta classes represen-
ting the three dimensions provide the foundations for 

integration. In view of space limitations, the integration 
is not presented in this article, but the reader can refer 
to the reference dissertation [1] for further details.

Fig. 8 - Organizational Model of C2 and DOCR for 
the treatment of PSP failure.
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5. Pilot Project
The pilot project was implemented in the period 

between 10/28/2013 and 03/13/2014, during the ex-
perimental and validation stages of the first cycle of 
action research. It was composed of the C2 Center, 
the supervision team, an IME team, the team of SES 
institutional actors involved in the treatment of failu-
res, the monitored units (two hospitals and 28 UPAs) 
and the C2 computerized system (SC2). The daily 
operation composed of the processes of the cyclic 
phase of the procedural model (FIG. 6) is presented 
schematically in FIG. 9.

784 supervisions were performed, with 37,000 
flags analyzed. 736 problems were identified, 632 of 
which were solved before the next supervision, as a 
result of the implementation of the proposal (resolu-
tion rate of approximately 86.4%).

In addition to decreasing the response time in 
the treatment of failures, other factors were noticed. 
For example, almost half of the failures identified 

throughout the experience (30.77%+17.48%=48.25%) 
presented reasonable or high severity, with more than 
17% being severe. As an example of serious failure, the 
storage of expired drugs in doctors’ offices, which were 
normally distributed to the public, can be mentioned.

Another finding concerns the previous percep-
tion of managers that the ‘biggest problem’ of SES-
-RJ would be related to the ‘human resources’ Branch 
(absences, delays, and shortages of professionals). It 
was found that the problems related to this Branch 
were, for the most part, of medium severity. The ‘me-
dicines and supplies’ Branch, which was not the focus 
of greatest concern for managers, received most of 
the serious problems (almost 40% of all serious pro-
blems), as shown in FIG. 10. This finding means that 
a Branch with serious management problems in the 
delivery of the service was not perceived as a fragi-
le point, thus not receiving due attention from ma-
nagers. Particularly in the area of public health, the 
correct identification of fragile points in the PSP can 
represent the preservation of many lives.

Figure 9 - Cyclical phase of the pilot project. 
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It was also possible to identify the institutional actors 
that faced the most problems, showing the need for an 
internal audit to seek the reasons for this behavior.

After the second cycle of the action research, based on 
the analysis of the results of the pilot project and a new 
round of research and development, the initial model was 
evolved into the proposed final model, which is presented 
in section 4 (Results). As explained in section 3 (Method), 
only the first cycle of the action research took place in full, 
and only one pilot project was implemented.

Figure 10 - Fault distribution according to severity 
and area. In each group of three bars, the more seve-
re is on the left, and less severe on the right. 

Clin
ica

l E
ngineerin

g

Laundry Secto
r

Cleaning and Resid
ues

Medica
tio

ns a
nd In

puts

Nutri
tio

n

Human Reso
urce

s

Fa
cil

itie
s S

ecu
rit

y

29
14

26

4

51

20
6

14 12
24

100 0 00

136

118

159

92

30

A second and third pilot projects are being planned 
at the time of writing, as part of the completion of the se-
cond cycle and the completion of a third action research 
cycle, which will continue the research produced during 
the completion of the original doctoral dissertation. 

Conclusion
This study presents an open OI proposal for the 

implementation of C2 and DOCR in the treatment of 

PSP failures. The objective is to intensely reduce the 
consequences of failures during the provision of the 
service to the citizen, by reducing the times related to 
the solution of failures.

In view of the evolution that occurred in the ex-
ploratory stage of the second cycle of action research, 
the final proposal presents improvements in relation 
to the model implemented in the pilot project. For 
example, it is possible to identify how quickly the sec-
tors solve the problems encountered and the public 
can participate in the treatment of failures, through 
process 16 (FIG. 2).

As limitations, only one complete cycle of action 
research can be mentioned; the lack of a mechanism 
for performance measurement; the impossibility of 
comparisons between the results of the pilot project 
and the previous situation, in view of the lack of a 
prior failure treatment mechanism; and the realiza-
tion of only one pilot project. Further executions of 
exploratory and validation stages of the second cycle 
of action research tend to address these limitations.

Finally, it should be noted that the proposed mo-
del is generic, which means that it can be applied to 
any area of the public service (health, education, etc.), 
despite having been developed based on the field of 
public health. 
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ABSTRACT: The dynamic nature of the military communications 
environment makes cognitive radio a promising alternative due to 
its versatility in sensing the environment and changing its operation 
mode autonomously. These changes must be grounded in military 
doctrine and telecommunications standards, which may vary from 
different military scenarios. In war situations, quick reaction and 
adaptation to new rules and conditions are desirable to avoid or 
prevent fratricide. This research applies Model-Driven Engineering 
(MDE) techniques to achieve fast adaptation, by using Domain-
Specific Languages (DSL) and source code model transformations 
applied to cognitive radios in military operations. In a study case, 
these concepts were applied, speeding up the update of rules and 
employing a sliding windows strategy.

RESUMO: O dinamismo do ambiente de comunicações militares 
faz dos rádios cognitivos uma alternativa promissora, em virtude de 
sua versatilidade para sensoriar o ambiente e mudar seu modo de 
operação de forma autônoma. Essas mudanças são baseadas em regras 
fundamentadas na doutrina militar e nas normas de telecomunicações, 
que podem mudar em função de alterações no cenário militar.  
A capacidade de reagir e se adaptar, com rapidez, às novas regras e 
condições é um diferencial que, em situações de guerra, pode evitar ou 
prevenir o fratricídio. Buscando atingir essa rapidez, esta pesquisa usou 
técnicas de engenharia dirigida a modelos, como Linguagens Específicas 
de Domínio (DSL) e transformações de modelos em código fonte 
aplicadas a rádios cognitivos, em operações militares. Estes conceitos 
foram aplicados em um estudo de caso, agilizando a atualização das 
regras e empregando uma estratégia de janelas deslizantes.

KEYWORDS: Cognitive Radio. Military Operations. Model-Driven 
Engineering. Domain-Specific Language.
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1. Introduction

Among the various means of communi-
cation used in military communications 
systems, the electromagnetic spectrum 

is shared by radios, radars, weapons systems, and 
other types of devices. During military operations, 
these systems ensure communicability between com-
mand and troop, supporting Command and Control 
(C2) systems. The diversity of types of operations may 
require changes in the behavior of communication 
means, considering technical (signal quality, range, 
susceptibility to noise, etc.) and tactical requirements 
of an operation (when the radio must operate at low 
power to avoid enemy detection). The combination 
of capabilities of software-defined radio (SDR) and 
cognitive radio (CR) [1, 2] emerge as an alternative 
to meet the variations of these requirements, with the 
agility required by a war environment.

As far as it was possible to investigate, there are 
studies focused on streamlining the configuration of 
SDR in military operations, but still without contem-
plating the definition of rules for autonomous deci-
sions of cognitive radio [3]. On the other hand, other 
studies in the areas of disaster management [4], medi-
cal emergencies involving Internet of Things sensors 
[5], or even in business, [6] indicate that the use of 
Model Driven Engineering (MDE) could be appropriate 
in environments that require agility in updating rules 
that define actions to be performed.

This study proposes the use of an MDE-based ap-
proach as an alternative to streamline the construc-
tion of rules that will define the behavior of cognitive 
radios in a military communications system. In this 
context, a Domain Specific Language (DSL) was develo-
ped, which facilitates the description of rules, favoring 
the transformation of models and the automatic ge-
neration of codes. In this experimental environment, 
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the technical and tactical information sensed by the 
equipment was submitted to the rules that defined 
the radio’s mode of operation.

This study is organized as follows: Section 2 pre-
sents a literature review on command and control 
systems, and communications in military operations, 
SDR, CR and MDE; Section 3 presents some related 
work, indicating the potential for the employment of 
MDE in military communications systems; Section 4 
describes a case study; then there are the final con-
siderations and indications of further studies in Sec-
tions 5 and 6, respectively.

2. Literature review
In this section, concepts involving military com-

munications in operations are discussed.

2.1 Military operations

Military operation is the name given to the set of 
actions employing military forces and means, coordi-
nated in time, space and purpose, following a direc-
tive, plan or order. It can occur in moments of peace, 
war, or in crisis situations, under the responsibility of 
a military authority [7]. In war operations, there is ar-
med conflict and military power manifests itself with 
the use of violence. In peacetime operations, this po-
wer is employed in tasks unrelated to combat, except 
in special circumstances [8].

Military operations can be classified according to 
the forces employed and their purpose. As for the 
use of forces, they can be singular (developed by only 
one armed force), joint (employs ponderable means 
of more than one singular force) or combined (com-
posed of ponderable elements of multinational armed 
forces, under a single command).

Under the finalistic bias, they can be classified as 
basic or complementary [7]. Basic operations, in situa-
tions of war, can be offensive, defensive or in coopera-
tion and coordination with agencies, the latter being 
more common in situations of peace. Complemen-
tary operations, on the other hand, can be divided 
into seventeen different types of operations aimed at 

expanding, improving and/or complementing basic 
operations. The scope of this study does not include 
detailing the various operations; however, one should 
note there is a set of rules and restrictions to be adop-
ted by the personnel and communications resources 
involved for each operation, in line with the context 
and military doctrine in force. In other words, during 
a specific operation, a radio may have to operate at a 
certain frequency, with low signal power, by contextu-
al and doctrinal force.

2.2 Command and Control Systems (C2) and 
Communications Systems

Command and Control Systems (C2) form an en-
vironment where leaders manifest command inten-
tions and perform actions to achieve objectives in a 
controlled manner. In addition, they can determine 
roles and responsibilities, as well as establish rules and 
restrictions to the context and subordinate elements 
[9]. These actions characterize behaviors defined ba-
sed on the understanding gained by monitoring and 
evaluating the context of the environment. Agility in 
this understanding is a relevant factor for successful 
decision-making in a timely manner, and may repre-
sent an advantage over the enemy.

In the Brazilian Army (EB), through the C2 system 
supported by communications and information sys-
tems, aligned with the communications employment 
doctrine [10], the commander plans, directs and con-
trols forces and operations [11].

A Communications System is a mesh of devices 
deployed in an action zone to meet the elements of 
an echelon. This structure enables the flow of data, 
voice and images through a network of nodal centers 
interconnected by various means of communication. 
Considering radio as a means of communication, di-
fferent forms of link can be employed, such as satelli-
te, microwave in direct sight or tropo-diffusion, using 
different waveforms.

Military doctrine [10] defines the means, forms of 
operation, and the use of communications resources. 
Such conditions and circumstances may involve tac-
tical, doctrinal and physio-graphic issues, as well as 
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technical limitations and the role of each equipment 
in operations.

In military communications systems, range, capa-
city and mobility are relevant factors [12], which make 
up the so-called Compensation Triangle, which is a 
simple way to assess the relevance of using a means of 
communication.

In Table 1, in each example operation (offensive 
and not war), the technology to be used varies ac-
cording to the requirements defined, doctrinally, for 
each of the factors associated with the communica-
tions equipment used.

Table 1 - Compensation Triangle Factors applied 
to Subsystems.

Subsystem Radio 1 Radio 2
Operation Offensive No War

Scope Average High
Mobility High Low
Capacity Average High

Technology VHF Trunked Network
Considering the requirements of each operation 

described in Table 1, they are represented in the com-
pensation triangle as shown in Figure 1.

Figure 1 - Compensation Triangle, Adapted from [12]

Technologies such as software-defined radios and 
cognitive radios are appropriate to these variations in 
requirements.

2.3 Software-defined Radio (SDR)

An SDR is a type of radio whose majority of phy-
sical components are built using software [1, 2], and 
which can use virtual machines and intelligent agents 
[13]. This is considered an evolution of traditional 
radios, since functions such as modulation, demodu-
lation, and filtering can be implemented by software 
rather than hardware. Reconfigurability, flexibility, 
and modularity are hallmarks of SDR, which can be 
reconfigured without hardware changes [14].

These possibilities make communication systems 
capable of operating in more than one mode, with 
different waveforms, with the same hardware [15]. A 
waveform carries from information describing secu-
rity mechanisms in data transmission, source coding 
(voice, image and video compression), to re-transmis-
sion mechanisms and modulation and demodulation 
techniques, among other functionalities [16].

2.4 Cognitive Radio (CR)

A cognitive radio (CR) is an SDR capable of sen-
sing the environment, changing its characteristics and 
its functioning, being able to adapt its operation to 
achieve objectives such as performance improvement, 
energy savings, and adaptation to the operational con-
ditions in the place where it is inserted [2, 15]. The CR 
is also able to learn from past behavior, employing ma-
chine learning techniques to improve its functioning 
over time, analogous to what a human would do [17].

According to Doyle [18], the CR is a device that 
perceives inputs or views of the real world and, ba-
sed on their understanding, makes autonomous de-
cisions, being able to self-configure itself for commu-
nication tasks. This type of understanding is divided 
into four main areas: environment; communication 
requirements; policies, rules, and doctrines; and the 
radio’s own capabilities.

The understanding of the environment is charac-
terized by the correct detection and decoding of sig-
nals that are captured by the antenna, as well as by 
the knowledge of the operation in which it is inserted 
and its role in it.
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Communication requirements are linked to which 
capabilities the equipment must have to meet the de-
mands of communications systems (quality of service, 
tolerated noise level, etc.)

Policies and rules involve both standards for the ex-
ploration and use of the electromagnetic spectrum and 
manuals of military communications doctrine [12].

Knowing one’s own capabilities means knowing 
the limits of equipment perception and operation, 
such as maximum power or sensed or transmitted 
waveforms.

Different types of cognitive methods can be ap-
plied to cognitive radios; some, such as those based 
on mathematical models or machine learning algo-
rithms presented by Xu et al [19], could be suitable 
for definitions of radio behaviors related to technical 
issues as energy saving, noise level reduction, among 
others. On the other hand, when the decision is based 
on rigid doctrinal rules, rule-based models would be 
appropriate [19], whose knowledge structures, such 
as tables and decision trees, are desirable.

2.5 Model-Driven Engineering

In the context of software engineering, a model 
is a form of graphical or textual representation of a 
system, in which the abstractions and relationships 
employed are described by a metamodel [20].

Models are useful in a software project because 
they provide everyone involved, whether in the tech-
nical area or not, with a concrete, clear, and common 
view of the system to be designed [21].

Model-driven engineering (MDE) employs metho-
dologies that conceive models as elementary artifacts 
in the software development process and not just as 
documentation of a project [21]. In other words, the 
model is part of the system and, even undergoing 
transformations, will always be aligned with its physi-
cal implementation.

Comparing MDE with approaches such as struc-
tured programming and object-oriented program-
ming, there is greater simplicity in the propagation 
of changes. This characteristic is justified by the 
automatic generation of executable code from the 

system models, through the combined use of meta-
-modeling techniques and transformations between 
models (M2M) and from model to text (M2T) [21].

Model-to-Model transformations allow the transfor-
mation of one model into another, usually to a lower 
level of abstraction than the original, or simply so that 
the new model is more convenient to those involved 
in the project. On the other hand, Model-to-Text trans-
formations generate software artifacts from the mo-
dels through a technique called code generation. De-
fining a domain-specific language (DSL) enables the 
use of M2T transformations.

A DSL is created specifically for a particular appli-
cation domain, such as languages used to search data-
bases (CSQC) or languages that markup text for Web 
presentation (HTML). This type of language is close 
to the universe of understanding of domain users, 
contributing to the agility in the process of building 
this level of abstraction.

3. Related works
taking advantage of the characteristics of softwa-

re-defined radios, in [3] the authors propose a tool 
that facilitates the configuration of radio equipment 
that will participate in a military operation. In this 
case, different software-devised configurations can 
be distributed to each equipment using a standard 
configuration file, but without exploring the use of 
a cognition method on the radio, enabling changes 
in operation from environment understanding and 
prior planning definitions.

On the other hand, studies focusing on decision 
support contexts applied MDE in environments 
of similar complexity to the communications sce-
nario in military operations, such as bank fraud 
detection, public health and safety, disaster mana-
gement, among others. In these environments, the 
understanding time of the observed information 
is also an important factor. In addition, the cogni-
tive model is based on rules that can classify and 
identify perceived situations, which can generate 
understanding about the environment and support 
decision-making.
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The study by Costa et al. [22] presents a scena-
rio where the system is able to identify situations 
and react to the environment in which it is inserted. 
In this context, a DSL applied to the description 
of real-world situations (Situation Modeling Langua-
ge - SML) serves as the basis for building a set of 
rules that run on a centralized, rules-based softwa-
re platform (DROOLS). This platform allows for 
analyzing data collected from the environment wi-
thin a time frame of observation. To validate the 
proposal, a case study was conducted, focusing on 
the detection of possible bank fraud in a mobile 
banking system. The research by Moreira et al. [4], 
aimed at disaster and emergency management, uses 
MDE in the conversion of texts expressed in SML 
(the same used by Costa et al. [22]) into rules pro-
cessable into executable code. In addition, it also 
addresses the issue of data interoperability, justi-
fied by the interaction between the agents involved. 
The use of ontologies is pointed out as a favorable 
alternative in conceptual modeling, in applications 
based on situational awareness.

Brambilla’s book [23] presents a DSL used speci-
fically to favor interaction with users in the develop-
ment of software applications.

Soleymanzadeh et al. [24] created a graphical en-
vironment to facilitate the understanding of domain 
users in the construction of business rules to be met 
by an application. The study applies MDE techniques 
in the translation of the rules created into the struc-
ture closest to the application domain. In addition, a 
case study was carried out in the area of collection of 
attorney’s fees.

In this context, the MDE approach has shown 
good possibilities of use in the conversion of models 
and in the use and development of domain-specific 
languages that can help the understanding of the user 
who will insert the business rules. These initiatives de-
monstrate that the use of a DSL can favor agility in 
the elaboration of rules. However, no studies applied 
to cognitive radios have yet been observed, in favor of 
agility in the construction and configuration of rules 
applicable to sensed data. In addition, the approaches 

evaluated so far also do not address competing rules 
or establish priorities for them.

4. Modeling rules in cognitive radio 
systems

this study presents an MDE-based approach to 
streamline the construction of cognitive radio beha-
vior rules in a military communications system. These 
rules will be transformed into intelligible code by the 
equipment and, from them, the radio will be able to 
change its own behavior (mode of operation) if there 
are significant variations in the environment that can 
be perceived and understood by it.

Initially, a small hypothetical scenario will be descri-
bed, demonstrating cognitive radios acting in military 
operations, employing varied modes of operation.

In the scenario described by the sequence diagram 
in Figure 2, we have three radios involved in two ope-
rations (A and B). In operation A, there are the radios 
of the operation commander and of an operator, whi-
le in operation B there is only the radio of the opera-
tion commander.

In this environment, three operating modes are 
used: 1- the Silent mode (SilentMode), in which the 
equipment is turned on, but does not emit any signal; 
2 - the low power VHF mode (normal mode); and 
3 - the low power VHF mode FD. In the latter, the 
acronym FD means that the equipment can operate 
in the Full Duplex In-band mode, in which the radio 
transmits and receives at the same frequency simulta-
neously, producing interference on its own signal and 
increasing safety in the physical layer [8].

The communications plan (Com Plan), accessed by 
the radios, contains details about the operations in whi-
ch the equipment participates. It describes the type of 
operation, the role of the radio, and its possibilities.

From the signal level and noise level readings 
present in the environment, the Signal-to-Noise Ratio 
(SNR) can be established, i.e., the relationship betwe-
en the received signal level and the perceived noise 
level in the electromagnetic environment. A drop in 
SNR may be caused by a drop in the received signal 
level or by the increase in the perceived noise level.
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The electromagnetic environment (Environment) 
illustrates the environment sensing action perfor-
med by the radios. Initially, they all work in silent 
mode. Then, a communications plan check appli-
cation is performed and information such as Secu-

rity Level, which depends on the criticality of the 
operation [25], the role of the equipment in the 
operation (Operational Role), the frequency of the 
channel used (Carrier Frequency), among others, 
can be collected.

Figure 2 - Communications in operations

From this information, the radio will be able to de-
fine its mode of operation, together with predefined 
rules. In this example, the mode set was low power 
VHF. In the sequence, messages are exchanged be-
tween the radio equipment of the Cmt of operations 
(RD_Cmt_A and RD_Cmt_B). In addition, the equi-
pment of operation A checks the environment and 
realizes that the SNR ratio shows a decrease (SNR 
DESC), that is, there was a loss in the quality of the 
received signal. In this case, the rule defines that the-
re is a change in the operating mode, and it starts to 
operate in the VHF low power FD mode.

One can classify this type of change as technical, as 
they aimed to improve the quality of communications. 
On the other hand, they could have been motivated 
by tactical issues, such as preparation for an attack, in 

which silence could be established, characterizing a 
tactical change.

4.1 Research Overview and Scope

Through BPMN notation1, Figure 3 presents an 
overview of the approach we are proposing in this 
work, highlighting tasks and some results produced 
in each of the steps.

Two swimlanes of the BPMN notation are represen-
ted, so that one of them represents a system dedicated 
to communications planning, in which the communi-
cations officer prepares the communications plan that 
will determine the behavior of the cognitive radio.

1	 BPMN- from the English: Business Process Model and 
Notation [26]
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Figure 3 - Approach Overview Once the settings and rules are defined in the 
Communications Plan, the rules will be described 
through a DSL language specially designed for this 
context. The expressed rules are converted into the 
code of a programming language compatible with 
the cognitive radio software and hardware pla-
tform. At this point, the radios need to be “upda-
ted” with the new code, so that the rules take effect 
and determine their behavior during operation. 
When entering into operation, the cognitive radio, 
in a cyclical manner, senses the environment and 
reads the communications plan, in addition to ap-
plying the rules and, as the case may be, changing 
its mode of operation.

The dashed parts of Figure 3 indicate the scope of 
what has been implemented in this work. In the plan-
ning system, techniques based on MDE were applied; 
in the cognitive radio, a simulation of environment 
sensing, plan reading, and the application of rules 
and definition of the mode of operation was carried 
out autonomously.

It is worth noting that the set of rules can be chan-
ged, and the proposed scheme can make it easier to 
make changes in an agile way.

In this study, as a validation alternative, a case 
study simulated the sensing of the environment 
and the application of rules, defining the radio’s 
mode of operation.

4.2 Applied methodology

Figure 4 describes the methodological procedu-
res of this work, in which a metamodel describing 
a cognitive radio in an operational environment 
(step 1) and a metamodel describing the structure 
of formation and construction of rules that deter-
mine the mode of operation of the radio (step 2) 
were developed.

Then, a code (template) in MTL transformation 
language was developed, based on the rule formation 
metamodel (step 3).

After this step, rules were instantiated, based on 
the template metamodel (step 4).
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Figure 4 - Applied methodology

From the code model and the created rule instan-
ces, the M2T transformation tool was used for the au-
tomatic generation of a class in Java language for each 
of the rules (step 5), based on the developed template. 
In the last step, the classes of all the generated rules 
are inserted into a Java language decision program. 
At that moment, the final artifact of the work is ready, 
that is, the executable decision program (step 6).

To make the process of elaborating the rules sim-
pler and more agile for the user, different from the 
use of the template generated in step 3, a DSL was 
developed, i.e., a domain-specific language was cre-
ated (step 7), which can be used for a more compact 
representation of the rules (step 8).

4.3 Metamodeling

The metamodel of Figure 5 represents, in a simple 
way, some concepts of a cognitive radio and a commu-
nications plan. In addition, it represents the elements 
involved in the operation of the cognitive radius. The 

Transceiver class corresponds to the radio equipment. 
The Environment class expresses the environment that 
the radio can sense, that is, signals and noise, in addition 
to deriving the signal/noise ratio (SNR). The Communi-
cation Plan class represents the communications plan of 
a given operation in which the radio is inserted. The 
plan informs the frequency of the signal carrier (Carrier 
Frequency), the role of the radio operator (Operational 
role), which can be “commander” or “soldier”, and the se-
curity level of the operation in progress (Security Level).

In addition, the plan includes a set of rules that 
determine the operation of the radio. For example, it 
may contain a rule that says that if the SNR is decre-
asing, then the mode of operation must be changed. 
For simplicity, the rules were not represented in this 
metamodel, but in another, presented in Figure 6.

The LogEntry class represents the collection of in-
formation from the environment and the communi-
cations plan at each instant in time. Each LogEntry 
instance contains the SNR, Security Level, CarrierFre-
quency and OperationalRole. Finally, the Log class acts 
as a sliding window, which collects the most recent 
readings (for example, the last three) from LogEntry. 
Based on these readings, the cognitive radio (Transcei-
ver) should refer to the rules of the Communications 
Plan to see if it should change its mode of operation.

In this composite rule, operators and operands 
connect, setting a mode of operation for the radio.

The SNR value and the last observed values of the 
other concepts present in the Log (the most recent 
data perceived) are the basis for the description of the 
rules and decision of the radio.

Motivated by the rule-based models of Xu et al [19] 
and inspired by the initiative of Costa et. al. [22] and 
the work of Horrocks et.al.[27], a set of rules (ruleSet) 
has been devised, and can be composed of a single or 
many rules. Each of them (rule) has an identifier (IDEN-
TIFIER) and a priority. In addition, it consists of a single 
antecedent (LeftSide) and a single consequent (RightSi-
de). The left side of the rule is composed of expressions, 
which can be simple (SimpleExp) or compound (Com-
poundExp). Each type of expression has its operand(s) and 
operators, which can be mathematical, logical or compa-
rison. The operands can be attributes or values.
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Figure 5 - Cognitive radio metamodel

Figure 6 - Rules construction metamodel
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The metamodel described in Figure 6 represents 
the way the rules are structured. Based on this model, 
a small grammar was developed, represented in Fi-
gure 7, employing the formalism of the Backus-Naur 
Form (BNF) representation.

Figure 7 - Clipping of the BNF grammar

<rule> ::= “{“ priority, <leftSide> “”  
<rightSide> “}”
priority ::= ( [0.0-1.0]+)
< rightSide > ::= “normal” | “default FD” |  
“silence” | “alert”
<leftSide> ::= <expression>
<expression> ::=< simpleExp> | <compoundExp>
<compoundExp> ::= ( < expression >, < expression 
>+\, )
<simpleExp> ::= <Boolean> <expr>
<boolean> ::= True | False | |ε|
<expr> ::= <operand> | ”(“ <operand> <operator> 
<operand> ”)”
<operand> ::= <value> | <attribute>
<operator> ::= <math> |<logic>|<comparator>|
<Math> ::= “+” | “-“ | “*” | “/”
<logic> ::= “AND” | “OR”| “NOT” | “NAND”| 
“NOR”|”NXOR” | ”XOR”
<comparator> ::= “=” | “<” | ”>” | ”!=”
<value> ::= <number> | <string> | <boolean>
<number>::=(^\d*[0-9](\.\d*[0-9])?$)
<string>::= ([A-Za-z][A-Za-z0-9]*)
<attribute>::= <numAttribute>
|<stringAttribute> |<boolAttribute>
<numAttribute> ::= “securityLevel” |  
“carrierFrequency”
<stringAttribute>::= “sampleValue” |“operationalRole”

In our example, we represent the universe of attri-
butes that belong to the cognitive radio model presen-
ted in Figure 5, which participate in our usage case.

Rule (1) demonstrates a possible use of this gram-
mar in the construction of rules in the domain of cog-
nitive radios. 

{0,2 True (True(sampleValue =”DESC”)
AND True (securityLevel < 0.5) AND 
False(carrierFrequency =100.0) AND  
(operationalRole =”soldier”))→ normal}

(1)

When a rule is created, it receives a single priority 
value between 0 and 1, with 1 (one) being the highest 
priority. In this case, the priority is just a simplified 
strategy of dealing with possible competing rules, 
where two or more rules could be met simultaneously.

5. Case Study
This case study verifies the feasibility of the appro-

ach described in Section 4. According to Figure 8, a 
raw data file is generated from a test file generator 
program, which simulates readings of information 
from the electromagnetic environment and the com-
munications plan, with intervals of 20 milliseconds, 
simulating a cycle of sensing the environment on a 
real radio (step 1) [28].

Figure 8 - Stages of the Simulation/Testing Process

From these data, another program reads, validates 
(step 2), and instantiates them in a class called Log, 
which represents a set of samples of the environment 
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sensed or perceived by the device in each simulated 
reading (step 3). In the next step (step 4), the decision 
program applies the rules that have been constructed 
by means of a DSL, resulting in a decision that can de-
termine a new mode of operation for the radio (step 5).

Table 2 is a decision table, which represents  
the knowledge structure that describes the  
rules that were simulated in the experiment,  
representing those related to the doctrine of milita-
ry communications.

Table 2 - Simulating Rules of military doctrine.

Taking as an example the rule determined by the 
context ST_1 of Table 2 (column ST_1), if the trend 
of the last three values of the received SNR is ascen-
ding (i.e., the SNR value of the last three perceived 
instants is increasing), the channel security level is 
greater than or equal to a threshold (0.5 in this case), 
the transmission frequency is 50 MHz and the “ope-
rational role” of the radio in question is that of com-
mander (“Cmt”), the mode of operation to be used in 
the equipment will be the silence mode.

During the experiment, the Eclipse IDE was used, 
using the Eclipse Modeling Framework (EMF). The 
Sirius extension of Eclipse was used in the develop-
ment of metamodels. In step of M2T transformation 
of the model into a Java program, the Acceleo tool 
was used.

The rule-building interface is not trivial for a 
user with no programming experience. To simplify 
the process of instantiating the rules metamodel, the 
Xtext tool [29] was used to generate and edit a DSL. 
This DSL allows the user to instantiate the rules of 
the radios without having to know any programming 

language, writing the rules in a simple way. Figure 9 
shows a code fragment, demonstrating the descrip-
tion of two rules in the DSL.  Rule_ST1 has priority 1 
and describes the conditions for the Silent Mode.

Figure 9 - DSL usage fragment

5.1 Results obtained

Figure 10 shows a small fragment of the input log, 
where the data that would be sensed is simulated. 
Each line represents values of the environment at an 
instant in time.
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Figure 10 - Input log

After the execution of the rules, an output log file 
is generated, recording all sensed data and each de-
cision made based on the application of the rules on 
the data contained in the sliding window of the last 
three observations of the environment. As shown in 
Figure 11, at the beginning of the execution, while 
the window is not yet filled, the operating mode of the 
equipment will always be the silent mode.

Figure 11 - Output log

When the window is filled, the rules are applied, 
that is, the last three sampleValue values are checked to 
identify whether they are ascending (ASC) or descen-
ding (DESC), along with the other values of the most 
recent reading. It is also possible to observe the changes 
in the operating mode, at times when the rules ST_7, 
which maintains the current mode (Silent Mode), and 
ST_2, which changes to Normal mode, are met.

6. Final Considerations
The diversity of types of military operations requi-

res dynamism in changes in media behavior. Cogni-
tive radios are a promising alternative, being able to 
adapt their operation to the technical and tactical ne-
eds of operations.

This study presented an alternative capable of su-
pporting the variations of communications require-
ments during operations in an agile manner. In this 
experiment, only one piece of equipment operating in 
a single operation was simulated, but it was possible 
to verify its variations in behavior, based on technical 
and tactical rules. From this initial experiment, the mo-
deling can be extended to a universe compatible with 
a real operation. The description of rules employing 
DSL, as well as model transformations and automatic 
code generation can contribute to agility in updates, in 
addition to maintaining alignment between the physi-
cal implementation and the conceptual model.

As contributions, we can highlight the proposed 
methodology that enables the replication of this ex-
periment. The use of a sliding observation window 
can reduce the amount of data to be processed, con-
suming less computational resources, since the radio 
has limited computational power. Indirectly, the re-
source savings in the decision task will make more re-
sources available for tasks that can be performed by 
machine learning algorithms.

As far as it was possible to observe, many studies 
have already made use of DSL and automated code 
transformations in environments that require ur-
gency, however, the particularities of the military 
communications environment and the domain of cog-
nitive radios were not considered.

Cognitive radios can be part of command and con-
trol systems, which operate in an integrated manner. 
In this context, interoperability between systems is 
a necessity and ambiguities in the understanding of 
concepts should be avoided. A failure to understand 
a concept may represent an error in the construction 
of rules involving communication systems, causing 
unwanted operation of equipment during an opera-
tion and causing, in some cases, fratricide.

Some studies [4, 22] indicate that the use of on-
tologies can favor syntactic and semantic interoper-
ability between the various systems. In this sense, 
ontology-based interoperability will be explored in 
the next stages of this research, in addition to a pos-
sible integration with the mission planner proposed 
by Souza et al. [3]
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The focus of this study is the benefit of the use of 
the language by the end user, streamlining the deci-
sion-making process and reducing the need for kno-
wledge in programming languages. The use of this 
methodology in systems for performance evaluation 
and error handling mechanisms is recommended as 
future work.
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ABSTRACT: Hydroxyapatite is a calcium phosphate that is classified 
as a biomaterial. It is used in bone restorations as it has characteristics 
similar to the mineral phase of bone tissue. Substitutional apatites 
have been especially researched to obtain better parameters for their 
syntheses and improve their impact on final applications. In view of the 
importance of these compounds as a biomaterial, this research aimed 
to study sintered substituted hydroxyapatite compounds to identify the 
formed phases, their microstructure, morphology, and shrinkage after 
sintering. HA and a composite of HA  with 4% calcium phosphate and 
magnesium-based glass were produced from precursors in solutions 
and then sintered at different temperature. Results were obtained 
regarding the phases present and their morphology for the different 
conditions of chemical composition and sintering route by XRD 
analysis and scanning electron microscopy. Density and diameter 
shrinkage were analyzed after green body sintering at 1350 ºC. The 
HA samples showed a hexagonal phase, greater density, greater 
shrinkag, and uniform morphology with fewer pores than the HA/
glass composite samples. The addition of magnesium glass partially 
transformed HA into tricalcium phosphate.

RESUMO: A hidroxiapatita é um fosfato de cálcio classificado como 
biomaterial utilizado em restaurações ósseas, dado que apresenta 
características similares à fase mineral do tecido ósseo. Em particular, as 
apatitas substitucionais vêm sendo pesquisadas a fim de se obter melhores 
parâmetros de suas sínteses e, consequentemente, de seu impacto na 
aplicação final. Tendo em vista a importância desses compostos como 
biomateriais, a presente pesquisa teve o objetivo de estudar compostos 
sinterizados de hidroxiapatita substituída, visando identificar as fases 
formadas, a morfologia da microestrutura e a retração do material após 
sinterização. HA e um compósito de HA e 4% de vidro a base de fosfato 
com cálcio e magnésio, produzidos a partir de precursores em soluções e 
depois sinterizadas em diferentes patamares de temperatura. Resultados 
foram obtidos quanto às fases presentes e sua morfologia para as diferentes 
condições de composição química e rota de sinterização aplicada a partir 
da análise de DRX, microscopia eletrônica de varredura. A densidade e 
a retração de diâmetro foram analisadas após a sinterização dos corpos 
verdes à 1350 ºC. As amostras da HA apresentaram uma fase, maior 
densidade, maior retração e morfologia uniforme com poucos poros, 
comparada às amostras do compósito HA/vidro. A adição de vidro de 
magnésio resultou na transformação parcial da HA em fosfato tricálcico.

KEYWORDS: Biomaterial, Hydroxyapatite, Glass, XRD, Microstructure. PALAVRAS-CHAVE: Biomaterial, Hidroxiapatita, Vidro, DRX, 
Microestrutura

1. Introduction

Increasingly interest has been devoted to cal-
cium phosphate materials because of a che-
mical composition similar to that of the bone 

mineral. Thus, calcium phosphate ceramics with ex-
pected superior biological properties began to be in-
vestigated. They are called bioactive ceramics, a fami-
ly that mainly includes calcium phosphate, so-called 
hydroxyapatite (HA), tricalcium phosphate (TCP), 
and biphasic calcium phosphates (BCP, the mixture of 
HA and TCP). Hydroxyapatite is considered the most 
used biomaterial in bone restorations [1-3]. Given 
that there are several methods of obtaining this com-

pound in the literature, the synthesis of hydroxyapa-
tite powder is of commercial and scientific interest, 
as the processing conditions have a direct influence 
on the structure, morphology and application of the 
desired final compound [4].

In addition, hydroxyapatite may act as a coating 
for orthopedic implants in physiological media. It is 
also noted that its application in dental implants is 
feasible, as well as calcium and phosphorus reserves, 
considering the ease of anion and cation substitutions, 
providing the release or storage of ions in body flui-
ds [5].The porosity of hydroxyapatite is responsible 
for the adsorption capacity of molecules, favoring the 
incorporation of drug-conducting drugs [3], as HA 
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easily substitutes anions and cations. Thus, bone gro-
wth around the implant is also promoted [6].

This work aimed to process HA in different rou-
tes, using samples of pure hydroxyapatite, as well 
as hydroxyapatite with a glass based on calcium and 
magnesium phosphate, in order to identify phases 
formed and morphology of the microstructure.

2. Materials and Methods

2.1 Glass Synthesis

For the production of glass, individual solutions of 
the precursors MgCl2.6H2O 99.99%, CaCO3 99.99%, 
H3PO485% were prepared to meet the proportion of 
0.01 mol Mg: 0.03 mol, Ca: 0.06 mol, P.

The amount of 3.033  g of CaCO3, 2.033  g of 
MgCl2.6H2O were weighed on a Gehaka analytical 
balance, model BK 300, and 8.08 ml of H3PO4 were 
measured in a beaker, all reagents measured. Then 
they were diluted in distilled water separately, totaling 
50 ml of solution for each. The solutions were then 
mixed in a 500 ml Becker with magnetic stirrer  with 
heater marca 5L-HS9T.

2.2 Sintering of samples

Four samples were prepared, two with pure 
hydroxyapatite (HA) and two composite samples with 
96% hydroxyapatite and 4% magnesium glass (HA/
glass composite). For this, 11.95 g of hydroxyapatite 
was weighed for the pure tablets, 11.87 g of hydro-
xyapatite and 0.49 g of magnesium phosphate glass 
for the composite tablets. The hydroxyapatite used 
was previously synthesized in the ceramic laboratory. 
The composite powders were ground in a MARCONI 
horizontal ball mill, model MA 500.

Tablets of 2 g were produced in a 20 cm diameter ma-
trix, initially pressed in a manual hydraulic press with a 
load of 2 tons applied for 30 s, totaling a load of 62.38 MPa. 
Subsequently, the pellets were sintered in the Jung oven, 
and the samples were sintered in pairs consisting of an HA 
pellet and one of the HA/glass composite, at two different 
temperatures: 1100°C and 1350°C.

Figure 1 shows the sintering route in which the 
furnace was first heated to 1000°C with a heating rate 
of 10°C/min. When stabilized at this temperature, he-
ating was continued until the sintering temperature 
with a heating rate of 3°C/min, and then remained at 
this temperature for 3 hours.

Figure 1 - Schematic representation of the sintering route.
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3. Characterization of samples

3.1 Physical Properties

The linear contraction, bulk density and porosi-
ty of the samples were measured. The measurement 
of linear contraction was performed with the aid of a 
manual caliper, of the diameters of the samples in the 
green body condition and after sintering. The density 
and porosity were calculated by the Archimedes me-
thod applied to the sintered samples:

Bulk density = (Mdry).ρwater / (Mwet – Mimmersed)                 (1)

Porosity % = (Mwet – Mdry) x100/ (Mwet – Mimmersed)                 (2)

Where: M is the mass of the sintered sample, mea-
sured dry, immersed and wet.

ρwater is the density of water ~ 1 g/cm3.

3.2 Scanning Electron Microscopy (SEM)

The morphologies and microstructure analyses 
were performed with the Scanning Electron Micro-
scope, QUANTA model FEG 250 (SEM-FEG). The 
following parameters were used: 10 to 15 kV accel-
eration voltage, 30  μs scan time, 1000 to 16,000 X 
magnification. In addition, the technique was applied 
with secondary electrons.

3.3 X-Ray Diffraction

Crystallographic phase analyses were performed 
using X-ray diffraction (XRD) with a Panalytical dif-
fractometer, model X'Pert PRO MRD. Cobalt source 

(Co-Kα = 1.789010 Å), 40 kV voltage, 40 mA current, 
2θ scan from 20° to 80° under 0.029° step was used.

4. Results and discussion

4.1 Physical Properties

Table 1 shows the contraction content of the sam-
ples after sintering. It was not possible to obtain the 
contraction value of the sintered samples at 1100 °C, 
as they fractured after the process. When HA and 
HA/glass densification above 1000 °C is initiated, 
grain contours form [7], total pore volume decrea-
ses, and samples contract to reach their maximum 
bulk density. Then, the linear contraction occurs 
due to the compaction of the grains that make up 
the ceramic material during the sintering process, 
increasing the density of the material and conse-
quently decreasing its dimensions.

It is seen that the percentage of contraction for the 
pure HA samples was much higher than that of HA/
glass, indicating that the presence of the glass pro-
moted a drop to more than half contraction of the 
sintered sample.

Density measurements (Table-1) revealed that 
samples of the pure HA sintered at 1350oC have hi-
gher density than that of the HA/sintered glass com-
posite at the same temperature. This resulted in a 
higher porosity in the composite when compared to 
that of pure HA.

Samples sintered at 1100oC had lower density and 
higher porosity than those sintered at 1350oC.

Table 1 - Linear contraction, density and porosity of sintered samples.

Sample Contraction ± SD (%) Density ± SD (g/cm3) Porosity ± SD (%)

HA (1350OC) 19.10 ± 0.34 2.7769 ± 0.0291 2.96 ± 0.48

HA/Glass (1350OC) 8.8 ± 0.94 2.5472 ± 0.0034 9.47 ± 1.42

HA (1100OC) - 2.434 15.56

HA/Glass (1100OC) - 1.7982 37.69
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4.2 Scanning Electron Microscopy (SEM)

Figures 2 to 5 show the micrographs of the sinte-
red samples obtained by SEM. Figures 2 and 3 show 
HA and HA/glass samples sintered at 1100 °C. In Fi-
gures 2a and 3a, it is possible to see crack formation 
in the samples, but with greater intensity in the HA/

glass composite. It is observed in Figures 2b and 3b 
that there was a growth and coalition of the grains in 
the process, thus decreasing the total interfacial ener-
gy of the grain contours. It can be noted that the HA/
glass composite grains have greater growth and have 
a significant presence of pores.

Figure 2 - Microstructure of the pure HA sample sintered at 1100°C.

Figure 3 - Microstructure of the HA/Sintered glass sample at 1100°C.
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In the case of the samples sintered at 1350°C, 
a less rough surface appearance morphology was 
observed in Figures 4a and 5a than in the samples 
sintered at 1100°C. There is also a lower occurren-
ce of cracks and greater densification. There are 
still some intergranular pores and channels, most 
notably in the HA/glass samples (Figure 5a). Figu-
re 4a shows that HA sintering produced ceramic, 

almost ideally dense (bulk density ~ 97% as shown 
in Table-1), without significant grain growth. The 
final microstructure in Figures 4a and 5a consists 
of hexagonal grains. Figure 4b showed regions with 
residual closed pores. An interesting structure can 
be seen in Figure 5b, with increase magnification, 
there is presence of pores or small circular cavities 
distributed on the surface of the grains.

Figure 4 - Microstructure of the pure HA sample sintered at 1350°C.

Figure 5 - Microstructure of the HA/glass sample sintered at 1350 °C.
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4.3 X-Ray Diffraction

The X-Ray Diffraction measurements resulted in 
the diffractograms of Figure 6. In the case of the pure 
HA sample sintered at 1100 °C, a majority hydroxya-
patite phase and another unidentified minority phase 
were identified. In the pure HA sample sintered at 
1350°C, the formation of a single crystalline phase of 
hydroxyapatite was observed (JCPDS 09-0432).

In both cases, the indexed HA phase has hexa-
gonal symmetry and lattice parameters of a = b = 
9.4180 Å and c = 6.8840 Å. This result is compatible 
with the hexagonal microstructure of Figure 4a.

Figure 6 - XRD diffractograms of sintered samples 
at 1100oC and 1350oC.

The HA/glass samples, on the other hand, present-
ed the same crystalline structure at the two sintering 
temperatures, a pattern different from pure HA, be-
ing better indexed by the rhombohedral phase (JCPDS 
09-0169) of the β-TCP, with lattice parameters of a = 
b = 10.4290 Å and c = 37.3800 Å. This indicates that 
HA has partially transformed into β-TCP (β-tricalcium 
phosphate Ca3(PO4)2). Thus, the substitution of Ca2+ 
in the crystal lattice of the HA by Mg2+ favors the ther-
mal decomposition of the HA into a biphasic mixture 
of HA and TCP [8, 9]. Magnesium also stabilized this 
transformation at both sintering temperatures.

It is noted that the lattice parameter c of the sam-
ples with glass addition is much higher than for the 

pure HA phase. This difference is consistent with the 
result of linear contraction, which may be the cause of 
the observed effect of greater retraction of pure HA 
samples in relation to that of the composite.

Conclusions
From these analyses, the following conclusions can 

be cited:
•	 The production of HA and glass based on cal-

cium and magnesium phosphate under the use 
of precursors in liquid medium ensured the ho-
mogeneity of the compounds;

•	 The contraction of the surface area after sinte-
ring indicates the coalescence of the grains of 
the green body, elimination of pores and conse-
quently densification. The pure HA samples had 
higher bulk density and lower porosity than the 
HA/glass composite at the same temperature, me-
aning that the addition of glass slows the densifi-
cation of the HA;

•	 There was a growth, coalition of the grains and 
formation of grain contours in the sintering pro-
cess at both temperatures. The HA/glass compo-
site had higher grain growth, presence of pores 
and intergranular channels assimilate cracks;

•	 The microstructure of the HA samples at 1350oC 
showed the grains in hexagonal shape, which was 
confirmed by XRD, with hexagonal crystal struc-
ture. While the HA/glass composite had rhombo-
hedral crystal structure which indicates that HA 
partially transformed into β-TCP due to partial 
replacement of calcium with magnesium.
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ABSTRACT: As spatial data infrastructures evolves, geospatial data 
producers became able to provide them to a wide scope of potential 
users. This user, either human or a search engine, decides to adopt 
that dataset based on the analysis of the correspondent metadata by 
comparing data characteristics and their expectations. The Brazilian 
Geospatial Metadata Profile (in Portuguese, PMGB) offers guidelines 
to support agents in charge to fill geospatial metadata. However, they 
often meet the expectations of web search engines. This study aims 
to propose guidelines to fill the metadata element Abstract to make 
data more attractive to both human and machine users. This study 
created alternative versions of Abstracts of geospatial data available 
at the web based on search engines optimization techniques and the 
PMGB guidelines. A group of expert users assessed the alternatives 
by considering their preferences regarding their perception of gain 
of information between the proposed alternatives. In total, 84.6% of 
respondents approved the proposed guidelines for filling the Abstract 
metadata element.

RESUMO: Com o avanço das Infraestruturas de Dados Espaciais, os 
produtores de dados geoespaciais podem disponibilizá-los para um amplo 
número de potenciais usuários. A decisão do usuário, humano ou motor 
de busca na Web, por acessar esses dados se baseia, prioritariamente, 
na análise dos seus metadados, ponderando as características do 
dado disponibilizado e as suas expectativas. As recomendações de 
preenchimento de metadados do Perfil de Metadados Geospaciais 
Brasileiro (PMGB) servem como referência aos agentes responsáveis pelo 
preenchimento de metadados, porém nem sempre atendem aos critérios 
adotados pelos motores de busca na Web. O objetivo deste trabalho é 
apresentar propostas de diretrizes de preenchimento do elemento de 
metadados Resumo, com o intuito de tornar a descrição do dado 
geoespacial mais atrativa para usuários humanos e máquinas. Neste 
trabalho, foram criadas versões alternativas de resumos de dados já 
disponibilizados na Web, aplicando técnicas de otimização para motores 
de busca e as recomendações de preenchimento indicadas no PMGB. Em 
seguida, um grupo de usuários avaliaram a sua percepção de ganho de 
informação dentre as opções apresentadas. Observou-se que 84,6% dos 
respondentes aprovaram a sistemática de preenchimento proposta.

KEYWORDS: Geospatial Metadata; Search Engine Optimization; Free-
Text; Abstracts

PALAVRAS-CHAVE: Metadados Geoespaciais; Otimização de Motores de 
Busca; Texto-Livre; Resumos

1. Introduction

The implementation of Spatial Data In-
frastructures (SDI), regardless of their 
hierarchical level, allowed for the opti-

mization of processes of dissemination and user ac-
cess to Geospatial Data Sets (CDG) [1]. In this context, 
Catalog Services for Web (CSW) stand out for facilitating 
the search for CDG based on metadata elements such 
as title, abstract, and keywords.

Broadening the scope to data search through web 
search engines, it becomes imperative that one selects 
words that increase the chances a search engine will 
present the CDG as an answer to a related query.

Logical and semantic inconsistencies may ari-
se during metadata filling, due to a mistaken un-
derstanding of the meaning of metadata elements, 

concomitantly with a lack of knowledge of the dataset 
to be documented [1].

An example of this misunderstanding is the des-
cription of data attributes rather than the information 
pertaining to the data itself. In addition, the author has 
the possibility of perceiving the relevance of abstract 
contents as subjective, whereas this is an important pa-
rameter for search engine indexing and classification.

Several CDGs arouse interest for academic resear-
ch, governments, companies or related activities, and 
the importance of an adequate filling of metadata is 
evident, since inadequate filling prevents the search 
engine from correctly locating and indexing spatial 
data on the Web.

A ranking was elaborated through a study by Ben-
jelloun et al. [2] to list the notability of metadata ele-
ments in scientific texts published on the internet. 

mailto:carolsalustiano@gmail.com
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According to the authors, the abstract influences 
100% in the discovery of a data set, occupying the first 
position in the list of most relevant elements.

Consequently, it makes clearer the need for proper 
completion of the abstract. To mitigate the problem 
of metadata filling, the following steps are advisable: 
proper documentation, including the characteristics 
and information of geographical data and those made 
available on the Web by the producers; associated 
with knowledge on document and data indexing stra-
tegies, in addition to understanding of search engine 
operation.

This work aims to propose filling guidelines for 
the Abstract metadata element, in the context of an 
IDE, so to make the CDG description more attractive 
to human and machine users.

After this contextualization, Section 2 presents 
the concepts that support the guidelines herein. Sec-
tion 3 describes the methodology used to verify the 
gains obtained with the existing recommendations 
and Section 4 presents and discusses the results ob-
tained. The fifth section presents the final conside-
rations of the study.

2. Conceptual review

2.1 Search Engine Optimization

Metadata search engines are typically implemen-
ted on Web catalog service platforms or other specific 
local repositories for spatial data. In these cases, tex-
tual search occurs only between repository records, 
including fields such as keywords, title, and abstract, 
considering that querying in web search engines has 
become almost instinctive, since not all geospatial 
data of interest are part of some IDE and its respecti-
ve metadata catalog. 

The operation of a search engine is divided into 
four main aspects and algorithms. First are the cra-
wlers, which look for new content on the Web. Then 
comes indexing, which registers important informa-
tion in the engine’s search index, such as keywor-
ds. Third, a search engine that ranks and organizes 

hundreds of billions of web pages, analyzing factors 
such as query words and usability and knowledge 
of sources and settings. The weight applied to each 
factor varies according to the type of search. Fourth 
is the display of results, presenting the user with pa-
ges related to the search. Some preponderant factors 
help to determine the result, such as: understanding 
of natural language, which involves interpreting ty-
pos; finding commonalities frequently appearing in 
titles, headings, or text body; interpreting contexts, as 
the user’s location, language preference, and search 
history, for example. [3] [4]. 

The search results that appear to the user are lis-
ted according to what is considered most relevant 
from the words used in the search for titles and abs-
tracts. Inadequate filling of metadata can generate a 
non-coherent indexing of keywords in search engi-
nes, causing a difficulty of access.

In this context, techniques or tricks were identi-
fied to improve a system or Web page, to optimize its 
indexing by search engines. This process is known as 
“search engine optimization” (SEO) [5, 6, 7, 8, 9, 10].

Among the good optimization practices, known as 
white hats, we can mention the use of meta descriptors, 
used by search engines to display the text results of 
the second and third lines of search results, just below 
the title of the sites (Figure 1). Meta descriptors have 
a character limit, around 120 to 153, depending on 
the search engine used. They themselves do not in-
crease the reputation of a page, but if users find what 
they are looking for in the text of the meta descrip-
tion, the chance of accessing the site increases [11].

Figure 1 - Example of a Google search using meta 
description tags

Title

URL

Description

Source: prepared by the authors and adapted from 
Google.

The second best practice to highlight is to avoid 
identical or similar descriptions in all metadata 
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when individual pages appear in web results. This 
goes against the practice of creating long templates 
for dynamic content generation, reinforcing the 
need to emphasize the uniqueness of each CDG in 
the abstract.

The development of a fluid text is also recommen-
ded, to the detriment of long sequences of keywords. 
First, it makes the abstract human-readable; then, it 
allows natural language processing algorithms to pro-
cess the context and eliminate any ambiguities. 

Datasets are easier to find when they provide sup-
porting information, such as name, description, cre-
ator, and distribution formats like structured data. 
Based on the approach that Google applies to the dis-
covery of datasets, the use of ‘schema.org’ is recom-
mended, as well as other metadata patterns that can 
be added to the pages describing the datasets. 

The purpose of this information is to improve 
discovery of datasets from fields such as geosciences, 
life sciences, social sciences, machine learning, civic 
and government data, and more. Thus, abstracts are 
more attractive not only to human users, but also to 
search algorithms that refine search results based on 
the interpretation of the available text [12].

Finally, the first two sentences are often displayed 
in search engine results. Therefore, making them at-
tractive, with relevant keywords, encourages people 
to click through to the page to read the content in 
its entirety. Ideally, one should try to repeat these 
keywords three to six times in the abstract, maintai-
ning the readability of the text [13]. The naturalness 
of the textual production must be maintained, in 
addition to being composed of clear and concise cen-
tral points, respecting the limit between 50,000 and 
5,000 characters [12].

This function is intuitive for queries by text do-
cuments, image captions and video descriptions. In 
the case of CDG, the initiatives for indexing CSW 
services and map servers aim to make such content 
visible to search engine indexers. An example is the 
implementation of the Geosearch module on Geoserver 
map servers [14]. Another solution is the generation 
of web pages with content based on the title, abstract, 

and keyword elements, for publication and indexing 
by search engines.

2.2 Geospatial metadata

The most simplistic concept of metadata is that it 
consists of the description of a given data [15]. The 
purpose of metadata is to document and organize, in 
a systematic and structured way, the data of organiza-
tions to facilitate their sharing and maintenance, dis-
cipline the production and storage of data, and guide 
the use of data in different applications. 

The concept extends to bibliographic and objects 
cataloging in digital format. Different metadata sche-
mes have been proposed to suit the characteristics of 
the described objects, such as the International Stan-
dard Bibliographic Description (ISBD) [16] and the Du-
blin Core Metadata Initiative (DCMI) [17].

In the context of geospatial data, different meta-
data profiles have been proposed: Content Standard for 
Digital Geospatial Metadata (CSDGM) [18], ISO 19115 
[19], and several national profiles drawn from the lat-
ter. The Brazilian Geospatial Metadata Profile (MGB 
Profile) [20] is the standard adopted in Brazil, based 
on [19], and recently adapted to suit the updates 
made by ISO 19115 in 2014 [21].

Each profile presents dozens of metadata elements 
that aim to describe technical, legal, and identifica-
tion aspects, so that users can query the repository 
content to discover the CDGs related to their expec-
tations. Some of these elements have values that can 
be automatically filled — the spatial extension and 
the reference coordinate system of a vector file, for 
example. A second set of elements have a controlled 
domain, i.e., they can only be filled with values de-
fined in a pre-established list. Finally, another set of 
elements are filled in free text format, which may give 
rise to subjectivity on the part of the agent who fills in 
the metadata. 

In section 2.1, two metadata elements with gre-
at influence on the search for resources on the Web 
were mentioned: keywords and abstract.

The keyword element is designated to describe 
a feature, its aspect, or the source. The selection of 
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terms can be facilitated by using the controlled list, 
MD_TopicCategoryCode [19, 20], which has a cate-
gory code, as they contain defined themes and taxo-
nomy. Another way to favor the choice of keywords is 
the use of a lexicon or thesaurus [20].

The Abstract element is defined as a brief sum-
mary of the resource [19, 20, 21, 22] and “must syn-
thesize the fundamental aspects of the resource in 
terms of content, geographical extent, date, scale, 
series name, producer or responsible entity, sources 
used, etc.” [20]. The subjectivity inherent in the term 
“brief ” can induce overly simplified filling, failing to 
register content that can be found in keyword search-
es. On the other hand, long-winded summaries may 
omit relevant information to the detriment of aspects 
that do not add value to the search, in addition to 
unnecessarily taking up more storage space. Below, 
respectively, are examples of overly simplified and 
wordy summaries:
• The Digital Elevation Model, which is part of the 
RJ-25 project, represents the numerical model of the 
surface altimetric characteristics, articulated by sheets 
according to the framework of the Brazilian systema-
tic mapping. It covers a geographical square of 07’30’ 
’latitude by 07’30’’ longitude [23];
• “URBAN WATER SERVICE INDEX – IN023. In-
dicator of the National Sanitation Information System 
SNIS. Calculation formula. IN023 = AG026_R / G06a 
* 100. Percentage unit. Reference Year 2011”. [24].

“Several states today monitor the quality of sur-
face water in their territory and pass on the data to 
ANA. However, from a national perspective, it is not 
always possible to compare the data generated, sin-
ce the states adopt different criteria, methodologies 
and parameters, and there is no standardization on 
a Country scale. The National Water Quality Monito-
ring Network (RNQA) is the main component of the 
National Water Quality Assessment Program (PNQA), 
and its main objective is to standardize and expand 
monitoring in the country, eliminating existing tem-
poral and geographical gaps. The points of RNQA 
were determined based on a point allocation metho-
dology developed by ANA and were later analyzed to-
gether with all states and the Federal District to seek 

to take advantage of the monitoring points of existing 
networks. In addition, the ANA is responsible for the 
operation of the National Hydrometereological Ne-
twork, which contains fluviometric stations and gene-
rates river flow information throughout the country. 
In part of these stations, approximately 1600, there is 
also the monitoring of four water quality parameters 
measured with multi-parametric probes (Dissolved 
Oxygen, Turbidity, Temperature and pH)” [25].

2.3 Related works

Studies were developed describing the SEO line.
Cahill and Chalut [5] examined techniques used 

by marketing for optimization: the different opti-
mization tactics between the terms “white hat” and 
“black hat” were observed, and why it was impor-
tant for librarians to understand these techniques 
and the impact on search engine results pages. 
They also looked at ways library staff could help 
their users develop awareness of the factors in-
fluencing search results and better assess quality 
and relevance on the results page.

Shih, Chen, and Chen [6] developed a search 
engine optimization that could be used by a com-
pany. Social networking sites were included in the 
Internet marketing strategy. The proposed tech-
nique was applied in the operations of an online 
e-bookstore. Website rankings were monitored in 
two search engines: Google and Yahoo. The results 
revealed that a well-designed SEO, with the incor-
poration of social networks, can effectively increase 
website visibility and exposure.

Zilincan [7] looked at the most important factors 
that can help improve placement in search results. 
He points out that no technique can guarantee high 
ranking, because search engines have sophisticated 
algorithms that measure the quality of web pages and 
derive their position in search results. Zilincan also 
developed a website for the purpose of implementing 
and testing key SEO techniques. Then, the relevant 
optimization factors that influenced the search engine 
increased the ranking of your site, in addition to sub-
sequently verifying higher traffic.
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Katumba and Coetzee [10] identified and catego-
rized the search terms typically employed by users 
when searching for geospatial resources on the Web. 
Guided by these terms, metadata on geospatial sour-
ces was published “directly” on the Web and empi-
rical tests were performed with search engine opti-
mization (SEO) techniques. Two sets of HTML pages 
were prepared and registered in Google and Bing, 
respectively. The metadata in one set was tagged with 
Dublin Core, the other with Schema.org.

3. Methodology
The methodology used was divided into four 

parts: extraction of metadata from the INDE re-
pository, analysis of the filling structure, analysis of 
the filling structure used in the INDE, and compila-
tion of recommendations. The validation of results 
obtained consisted of the evaluation performed by 
users, choosing the option with the highest seman-
tic representativeness.

3.1 Extraction of metadata

The process of extracting metadata from the INDE 
catalog was based on the script developed and docu-
mented in [26]. The identifiers, titles, and abstracts 
of 5,808 metadata stored in the INDE repository on 
11/05/2020 were extracted. CSW services allow the 
preparation of HTTP requests, receiving responses 
in XML format, which can be interpreted and stored 
in a structured way. In this work, data were stored in 
comma-separated value format.

3.2 Analysis of the filling structure

The MGB Profile is the Brazilian normative refe-
rence for filling in geospatial metadata. As mentioned 
in Section 2.3, it specifies the information on some 
aspects of the data that should be included in the 
summary. In addition, this Profile, as well as dozens 
of other initiatives around the world, is based on the 
specifications of ISO 19115 [19]. The same occurs in 
international standards such as INSPIRE [27, 28] and 
IDE Espanha [29], which were chosen by this study, 

due to greater maturity and, consequently, availabili-
ty of documentation with a higher level of detail and 
greater adherence by member countries.

3.3 Analysis of the filling structure used in INDE

This step aims to understand what content the 
agents responsible for filling in geospatial metadata 
use in the preparation of summaries.

One hundred and four (104) metadata were selec-
ted from the population of 5,808 metadata extracted 
from the catalog in Section 3.1. The selection took 
place based on the diversity of types and themes of 
the data; varied producing institutions and, mainly, 
an attempt to avoid duplication of abstracts. 

This sample size implies a 95% confidence level 
with a margin of error of 9.4%. However, it was ob-
served that some producers followed filling templates 
for dozens of products, which could influence the sta-
tistics of model identification.

The standardization of metadata filling in the abs-
tracts was analyzed based on the requirements sug-
gested by the PMGB. The results of this stage were 
obtained from the presence of the following factors in 
abstracts: geographical area, date, scale, series name, 
producer, and sources used. Each aspect of this filling 
structure was analyzed and classified with the follo-
wing criteria: a) fully meets the requirement, or b) 
partially meets the requirement, or c) does not meet 
or not found.

3.4 Compilation of recommendations

The recommendations were divided into two 
groups: in terms of form and content. 

As for the form, the concatenation of the items 
for the preparation of the abstract text followed the 
SEO recommendations whenever possible, by using 
the most relevant keywords with a repetition of 3 to 
6 times naturally in the abstract, including the main 
keywords in the first two sentences of the abstract, 
avoiding oblique and wordy texts and avoiding re-
petition of abstract templates for different geospatial 
data in an IDE.
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As for the content, Table 1 compares the filling 
contents in the abstracts. Items presented in it are as-
sumed to be the basis of the recommendations. 

Table 1 - Incidence of requirements on published 
recommendations

Item PMGB INSPIRE IDE  
Espanha

Geographical 
area X X X

Date X X

Scale X X

Sources Used: X X X
Work 

Importance X

Key Attributes X
Producer X X

Legal references X
Grade X X

Source: Prepared by the authors.

Some adaptations were necessary to meet the re-
commendations. In short, the content of the prepa-
red abstract should bring together nine elements: 
• Theme – subject to which it refers, or seeks to deve-
lop, or the proposition to be addressed. Main theme 
of the CDG;
• Product – result of the survey, i.e., what was pro-
duced;
• Spatial framework – result of the survey, i.e., what 
was produced;
• Time frame – main locations according to the scale: 
less than 1:10,000,000 (country); less than 1:5,000,000 
(states and capitals); less than 1,000,000 (cities with 
more than 1,000,000 inhabitants);
• Scale – denominator compatible with the dimension 
of the smallest detail representable in the data. Use 
the scale for vector CDGs. For matrix data, use the 
scale compatible with the smallest detail representa-
ble on the ground or the spatial resolution, expressed 
in meters;

• Series name (applicable to a series or data collec-
tion) – name of a cartographic series, sheet-by-sheet 
documents or fieldwork documents, for the constitu-
tion of a given resource. The name is applicable to a 
series or collection of data;
• Producer and/or entity responsible for the institu-
tion and/or responsible for the geospatial data;
• Sources used – origin of spatial data, for example 
aerophotogrammetric survey, charts, maps, images, 
mosaics, cartographic bases, etc.;
Contextualization (which helps to understand the 
data produced) – describes the purpose of the data, 
presents a context for the creation of the data.

3.5 Validatio

Validation aims to evaluate the gain obtained 
with the use of the proposed completion guidelines, 
i.e., the perception of completeness of the informa-
tion contained in the abstract when compared to the 
original texts. 

To this end, a questionnaire was developed accor-
ding to the self-explanation model, in which the form 
is delivered to the respondents to be completed wi-
thout the intervention of the researcher [19, 30]. 

The questions within each section were designed 
following complexity and respondents’ reflection le-
vels [30]: the initial questions in each section asked for 
quick answers, while the final ones were more reflecti-
ve, complex, and abstract. The form was released du-
ring a scientific event and published through emails 
and publications in groups of geotechnologies users 
on Facebook and Whatsapp. Responses were received 
for approximately two months (between November 
2020 and January 2021).

The form was developed in Google Forms and divi-
ded into two fundamental sections: characterization 
of respondents and validation of the abstract filling 
systematization. 

Respondent characterization aimed to quantify 
the expertise of the respondents regarding academic 
training and time of experience in the use of geospa-
tial data. The following are the main questions of the 
form for the characterization:
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1. To which of the categories below do you belong?
• Undergraduate Student;
• Graduate Student;
• Technical Course Student;
• Professor/Researcher;
• Professional/Producer;
• Professional/User;
• Others.

2. How long have you been in contact with geospa-
tial data, either in your training or professional expe-
rience (years)?
• 0 – 1;
• 2- 5;
• 6 – 10;
• More than 10.

In the second section, respondents compared the 
abstracts of three products originally made available 
in the INDE metadata catalog with other versions, 
written in accordance with existing guidelines in the 
PMGB (see section 2.2) and the ones compiled in this 
study. The aim of the analysis of responses obtained 
in the form is to verify whether the abstracts pre-
pared based on the proposed structure are clearer 
and more representative, compared to the abstracts 
based on the PMGB guidelines or those originally 
filed in the INDE. 

If the original abstract did not contain all the items 
necessary for the preparation of the alternative abs-
tracts, it would be necessary to manually locate the 
complete metadata in the INDE repository to consult 
the content of other elements. 

The abstracts were rewritten, keeping the original 
texts of the INDE and adding the missing informa-
tion from the PMGB guidelines in one version, and 
adding information according to the recommenda-
tions suggested in this study in the other.

This measure was taken to minimize the influence 
of the form of writing from one author to another, 
so that the respondent could exclusively evaluate the 
filling structure of content presented in the abstract. 
The following are the main form questions for the 
abstract comparison section.

3. Which Abstract option do you consider the most 
representative and clear?

• “The Digital Elevation Model, which is part of the 
RJ-25 project, represents the numerical model of the 
surface altimetric characteristics, articulated by sheets 
according to the framework of the Brazilian systema-
tic mapping. It covers a geographical square of 07’30’ 
’latitude by 07’30’’ longitude [23];
• “The Digital Elevation Model, which is part of the 
RJ-25 project, represents the numerical model of the 
surface altimetric characteristics, articulated by sheets 
according to the framework of the Brazilian systema-
tic mapping. It covers a geographical square of 07’30’ 
’latitude by 07’30’’ longitude in the locality of Folha 
de Guaçuí. This feature was created in 2008/08/08 
with a scale of 1:25,000 and the name of the series is 
1:25,000 Digital Elevation Model, developed at IBGE 
by the Cartography Coordination. Aerial photogra-
phs obtained from an aerial survey carried out by 
the company Base Aerofotogrametria e Projetos S.A. 
were used as a data source;
• The Digital Elevation Model, which is part of the 
RJ-25 project, covers a geographical square of 07’30’ 
’latitude by 07’30’’ longitude, covering the area of Fo-
lha Guaçuí. This feature was created in 2008/08/08 
with a scale of 1:25,000 and the name of the series is 
1:25,000 Digital Elevation Model, developed at IBGE 
by the Cartography Coordination. Aerial photogra-
phs obtained from an aerial survey carried out by 
the Base Aerofotogrametria e Projetos S.A. company 
were used as a data source. This survey aims to re-
present, through a numerical model, the altimetric 
characteristics of the surface.

4. Which Abstract option do you consider the most 
representative and clear?
• Several states today monitor the quality of surface 
water in their territory and pass on the data to ANA. 
However, from a national perspective, it is not always 
possible to compare the data generated, since the sta-
tes adopt different criteria, methodologies and para-
meters, and there is no standardization on a Country 
scale. The National Water Quality Monitoring Ne-
twork (RNQA) is the main component of the National 
Water Quality Assessment Program (PNQA), and its 
main objective is to standardize and expand moni-
toring in the country, eliminating existing temporal 
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and geographical gaps. The points of RNQA were 
determined based on a point allocation methodolo-
gy developed by ANA and were later analyzed toge-
ther with all states and the Federal District to seek to 
take advantage of the monitoring points of existing 
networks. In addition, the ANA is responsible for the 
operation of the National Hydrometereological Ne-
twork, which contains fluviometric stations and gene-
rates river flow information throughout the country. 
In part of these stations, approximately 1600, there is 
also the monitoring of four water quality parameters 
measured with multi-parametric probes (Dissolved 
Oxygen, Turbidity, Temperature, and pH)
• Several states today monitor the quality of surfa-
ce water in their territory and pass on the data to 
ANA. However, from a national perspective, it is not 
always possible to compare the data generated, sin-
ce the states adopt different criteria, methodologies 
and parameters, and there is no standardization on 
a Country scale. The National Water Quality Mo-
nitoring Network (RNQA) is the main component 
of the National Water Quality Assessment Program 
(PNQA), and its main objective is to standardize and 
expand monitoring in the country, eliminating exis-
ting temporal and geographical gaps. The points 
of RNQA were determined based on a point alloca-
tion methodology developed by ANA and were la-
ter analyzed together with all states and the Federal 
District to seek to take advantage of the monitoring 
points of existing networks. In addition, the ANA is 
responsible for the operation of the National Hydro-
metereological Network, which contains fluviometric 
stations and generates river flow information throu-
ghout the country. In part of these stations, appro-
ximately 1600, there is also the monitoring of four 
water quality parameters measured with multi-para-
metric probes (Dissolved Oxygen, Turbidity, Tempe-
rature and pH). These data comprise the Brazilian 
territory. The date identifies when the appeal was 
issued on 2016-03-22, with the scale 1:1000000, de-
veloped by the National Water Agency;
• The points of the National Water Quality Monito-
ring Network (RNQA) were determined based on a 
point allocation methodology developed by ANA and 

were later analyzed together with all states and the 
Federal District to seek to take advantage of the mo-
nitoring points of existing networks. The appeal was 
issued on 2016-03-22, with the scale 1:1000000, deve-
loped by the National Water Agency. This survey aims 
to provide geospatial information on the panorama of 
water resources in Brazil.

5. Which Abstract option do you consider the most 
representative and clear?
• URBAN WATER SERVICE INDEX – IN023. In-
dicator of the National Sanitation Information Sys-
tem SNIS. Calculation formula. IN023 = AG026_R 
/ G06a * 100. Percentage unit. Reference Year 2011. 
The research covered 4864 municipalities, making 
up 87% of the possible sample universe. The scale of 
these data is 1:2500000, developed by the Ministry 
of Cities. This survey aimed to generate information 
necessary for actions related to future land use;
• URBAN WATER SERVICE INDEX – IN023. In-
dicator of the National Sanitation Information Sys-
tem SNIS. Calculation formula. IN023 = AG026_R 
/ G06a * 100. Percentage unit. Reference Year 2011. 
The research covered 4864 municipalities, making 
up 87% of the possible sample universe. The scale of 
these data is 1:2500000, developed by the Ministry of 
Cities. 
• URBAN WATER SERVICE INDEX – IN023. In-
dicator of the National Sanitation Information Sys-
tem SNIS. Calculation formula. IN023 = AG026_R 
/ G06a * 100. Percentage unit. Reference year 2011.

6. What items do you think are important in the 
abstract? (There is no limit of options for the answer)
• Theme;
• Spatial framework;
• Time frame;
• Date;
• Series name;
• Scale;
• Product;
• Producer and responsible entity;
• Sources used;
• Context;
• Status;
• Reference system;
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• Distribution format;
• Type of representation;
• Language.

The respondent was encouraged to contribute to 
the construction of abstract recommendations, ope-
ning the opportunity for interaction based on a sub-
jective question, which allowed the inclusion or remo-
val of information different from those mentioned in 
previous questions.

7. Would you like to add any additional informa-
tion regarding the completion of the Abstract?

To quantify the users’ acceptance of the proposal to 
systematize the filling structures, a scoring metric was 
established: each question or alternative accepted by the 
user was assigned a value of 1 (one) point; in the answers 
that generated doubts about the user’s opinion, the va-
lue of 0.5 (half) point was assigned; finally, 0 (zero) for 
those that were not accepted by the respondents. The 
validated abstracts were considered and the systemati-
zation of the abstract filling by the users was approved, 
when the score was equal to or greater than 70%, this 
percentage represents how much the proposals made in 
this study were accepted by the respondents. 

Complementing the validation of the proposed re-
commendations, the respondent was also consulted on 
the relevant information to include in an abstract. No 
option limits were established to be chosen. The nine 
recommended items were presented as options, as well 
as five items unrelated to the recommendation: status, 
reference system, distribution format, type of repre-
sentation, and language. These items were selected 
among elements of the summarized MGB profile [13]. 

The metadata element Data is present in Table 1 
and, despite its temporal character, has a more limited 
meaning than the time frame, designed to characterize 
periods represented in the geographical data instead 
of a single reference date. The question was presented 
so that respondents did not know how to distinguish 
the recommended items from the additional items.

4. RESULTS OBTAINED
From the main recommendations for the Abstract 

(Table 1) in the PMGB, the following requirements 

were extracted: geographical area, date, scale, series 
name, producer, and sources used. This information 
was evaluated and it was verified if these elements 
appeared in the abstracts, presented in Table 2.

Table 2 - Incidence in percentage of the require-
ments for summary in the PMGB in the INDE meta-
data analyzed

Element Requirement INDE

Abstract

Geographical area 49%

Date 22%

Scale 33%

Series name 17%
Producer 23%

Sources Used 31%

Source: Prepared by the authors.

One can see that geographical area, scale, and 
sources used are the most found, however with per-
centages below 50% of incidence. Based on this re-
sult, it is worth mentioning the importance of a gre-
ater dissemination of good metadata filling practices 
among geospatial data producers. 

The analysis of abstracts of the metadata sample 
analyzed indicates that not all recommended items 
were met (Figure 2), but there were also unsuggested 
items such as the periodicity of data updating, the cal-
culations and descriptions of the methodology used 
in the data attributes, the names of projects mentio-
ned instead of the series name, in addition to explai-
ning the operation of these projects, among others.

Seventy-five responses to the questionnaire were 
obtained. Despite being a quantity that makes the re-
presentativeness of the results obtained questionable, 
the profile of the respondents is composed of 66% of 
teachers, researchers and professionals, and about 
60% of people with 10 or more years of experience 
with geospatial data.

The respondents were 29 teachers/researchers, 
16 graduate students, 13 professionals/producers, 
9 undergraduate students, 7 professionals/users, 1 
high school teacher, and no technical course students. 
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Regarding the time of contact with geospatial data by 
training or professional experience, 44 reported ha-
ving more than 10 years, 18 reported having between 
6 and 10 years, 11 reported having between 2 and 5 
years and 2 reported having between 0 and 1 year.

Figure  2 - Comparison between the items sugges-
ted by the PMGB in the abstracts referring to (a) sys-
tematic and (b) thematic data

Abstracts x Elements (INDE)

Geographical area Date

Scale Series name

Producer Sources used

(a)

Abstracts x Elements (INDE)

Geographical area Date

Scale Series name

Producer Sources used

(b)

Source: Prepared by the authors.

The characterization of respondents included a 
group with different levels of training and experien-
ce. However, most were research professors, with a 
level of experience of more than 10 years. The qua-
lification of respondents and the time of interaction 
with geospatial data demonstrate reliability in the res-
ponses received.

Results of the comparison between the evaluated 
abstracts is shown in Table 1. Each row corresponds 
to the respective abstract, and the columns indica-
te the number of times each alternative was selec-
ted. One can observe that the abstract prepared 
following the recommendations was selected more 
frequently, in all cases. However, the abstract pre-
pared only with the recommendations of the MGB 
profile already shows a significant gain in two of the 
three abstracts evaluated. The third summary stan-
ds out from the other two by originally describing 
the context in detail, being the only one to have 
alternatives of reduced size. 

Chart 1 - Summary of responses regarding users’ 
preference for the abstracts presented

Responses 
/ Abstract

INDE  
(responses)

PMGB  
(responses)

Alternative  
(responses)

1 15 29 31
2 11 30 34
3 19 17 39

Source: Prepared by the authors.

According to the score established to quantify the 
acceptance of the proposals, abstracts 1 and 2 recei-
ved 0.5 points, as the difference between the values 
of the second and third columns are almost identical. 
However, in abstract 3, the alternative abstract based 
on the recommendations was selected as preferred by 
more than half of the respondents. This means assig-
ning 1 point to this abstract.

The second stage of validation consisted of con-
sulting the opinion of users regarding the items dee-
med important in the elaboration of a clear and com-
prehensive abstract. The graph illustrated in Figure 3 
contains the compilation of the responses.
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Figure 3 - Representation of the choice of the most 
important requirements for the abstract

Theme 
Spatial framework

Time frame
Date 

Series name
Scale

Product 
Producer and responsible entity 

Sources used
Context

Status
Reference system

Distribution format
Type of representation

Language

11 - Which items do you consider important in the abstract? (There is no limit to the number of items you can list)
75 answers

Source: Prepared by the authors.

In the fourth quartile of responses, with the ite-
ms most selected by the respondents, there are the 
items product, theme, spatial framework, and time 
frame (more than 77% of selections), all included in 
the recommendations. In the third quartile of res-
ponses, there are the items scale, date, and referen-
ce system (more than 59% of selections). With the 
exception of the reference system, these items are 
among the recommendations specified in the MGB 
Profile. It should be noted that the users treated the 
time frame item (proposed as the period represen-
ted in the geographic data) differently from the date 
(proposed as a metadata element indicated in Table 
1, referring to a single date, which may be the date 
of publication of data or the oldest input used). The 
second quartile of responses (more than 31% of se-
lections) includes the elements of producer, sources 
and contextualization (recommended in the PMGB 
specifications) and the representation format (not 
mentioned in those recommendations). Items such 
as series name, distribution format, status, and lan-
guage were the least selected.

In analyzing this result, one may notice that not all 
recommended elements were the most voted by the 
respondents, so that the items Date and Reference 
System are among the most indicated items, to the de-
triment of the items Sources and Contextualization. 

The validation of the abstracts accumulated 10 out 
of 13 points and an acceptance with the respondent 
of 84.6%.

5. Conclusions
The movement of geospatial open data has incre-

asingly motivated data sharing. Therefore, the way 
metadata is described has become paramount, as it is 
directly related to the search engine’s ability to locate 
the material made available on the internet.

Currently, the metadata filling instructions pre-
sented in the MGB Profile are not sufficient to effi-
ciently describe the interesting characteristics of the 
product to its users. In addition, some factors are con-
sidered harmful in this process: producers who use 
the PMGB recommendations based on their own cri-
teria, i.e., subjectively; the recommendations need to 
be reviewed periodically to monitor technological de-
velopments, which are increasingly updated; the di-
verse environment of INDE, in which the multiplicity 
of consumers and data producers was observed, with 
different training and expertise; among other factors. 

This study aims to propose guidelines for filling in 
the Abstract metadata element, in the context of an 
IDE, to make the description of the CDG more attrac-
tive to human and machine users. 

To this end, the recommendations for filling in 
the abstracts in the PMGB were raised, criteria for 
analyzing the abstracts made available in the INDE 
catalog were established, and guidelines for filling in 
the abstracts based on SEO techniques in the PMGB 
and in the abstracts analyzed by INDE were develo-
ped. The analysis indicated the need for producers 
to insert in the abstract content that mentions theme, 
product, spatial framework, time frame, scale, series 
name, producer, sources used, and contextualization.

Considering that search engines are in constant 
change, in which they evoke a continuous refinement 
for SEO techniques, the main focus was directed at the 
quality of the content useful to the audience to be rea-
ched. In concrete terms, sharing information relevant to 
one who generated the data and one who will use it. In 
the responses obtained from the consumers and produ-
cers consulted, there was a gain in representativeness in 
the proposed alternative abstracts, i.e., the respondents 
validated the proposed recommendations with the pre-
ference of the product and theme requirements.
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Based on this knowledge, metadata filling guide-
lines were developed for geospatial data summaries 
with a simple and natural language for users and ai-
med at meeting the demands of search engines. Such 
recommendations can be employed in developing so-
lutions for suggesting abstracts for geospatial resour-
ces published in an IDE or in a catalog of geospatial 
products on the Web. 

Finally, it should be noted that this topic requires 
constant updating, since the volume of data made 

available increases daily and the profile of producing 
and consuming agents changes continuously. Some 
improvements in the method presented in this work 
include the use of complementary analysis techni-
ques, as well as the experimentation of other data-
bases, in the deepening and addition of geospatial 
metadata elements, in the development of natural 
language processing techniques, machine readability 
compared to natural language, in the automation of 
abstracts, among others.
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ABSTRACT: Acetylcholinesterase (AChE) is an enzyme in the  central 
and peripheral nervous systems that has been studied in fields of 
research such as that for Alzheimer’s and Parkinson’s diseases. AChE 
inhibitors may be either natural or synthetic, which is the case of 
the organophosphorus compounds, developed as chemical weapons 
or pesticides, the latter of which is less toxic. The inhibition of 
organophosphorus is irreversible and is carried out by binding the 
phosphorus atom to the hydroxyl group of the serine residue within 
the active site of the  AChE, thus preventing AChE from fulfilling 
its physiological task in cholinergic transmissions, possibly leading 
to respiratory failure and death. Due to their strong nucleophilic 
character,  AChE reactivators can cleave the bond between the serine 
residue and the adduct, reestablishing enzymatic activity. This study 
describes the biological properties and the diverse synthetic methods for 
pralidoxime, the first AChE reactivator clinically applied.

RESUMO: A acetilcolinesterase (AChE), enzima presente nos 
sistemas nervosos central (SNC) e periférico, é estudada em pesquisas 
relacionadas à doença de Alzheimer e à doença de Parkinson. 
Os inibidores de AChE podem ser naturais ou sintéticos, como os 
organofosforados desenvolvidos para o uso como armas químicas ou 
pesticidas, sendo estes menos tóxicos. A inibição por organofosforados 
ocorre irreversivelmente através da formação de uma ligação entre o 
átomo de fósforo e a hidroxila do resíduo de serina presente no sítio 
ativo da AChE. Com isso, a AChE perde sua capacidade de cumprir 
sua função fisiológica nas transmissões colinérgicas, podendo levar à 
parada respiratória e morte. Os reativadores de AChE, devido ao seu 
forte caráter nucleofílico, conseguem romper a ligação entre o resíduo de 
serina e o aduto, restabelecendo a atividade enzimática. Este trabalho 
aborda diferentes metodologias sintéticas e propriedades biológicas da 
pralidoxima, o primeiro reativador de AChE empregado clinicamente.

KEYWORDS: Acetylcholinesterase. Antidote. Oxime. 
Organophosphorus. Pralidoxime. Quaternary reactivator.

PALAVRAS-CHAVE: Acetilcolinesterase. Antídoto. Oxima. 
Organofosforado. Pralidoxima. Reativador Quaternário.

1. Introduction

1.1 Structure and function of acetylcholinesterase 
and acetylcholine

Acetylcholinesterase (AChE; Enzyme 
Commission Number [EC] 3.1.1.7) is 
an enzyme of the hydrolase class, res-

ponsible for the hydrolysis of carboxylic acid esters 
[1], whose active site is composed of a catalytic triad 
containing serine, histidine, and glutamate residues, 
with the serine residue being responsible for the at-
tack on the carboxylic ester [2]. Its action occurs in 
the central and peripheral nervous systems, as well 

as in the neuromuscular junctions where, together 
with muscarinic and nicotinic acetylcholine (ACh) re-
ceptors, AChE regulates the transmission of electri-
cal impulses (action potentials) along neuromuscular 
synapses. The physiological function of AChE is the 
hydrolysis of the neurotransmitter ACh, which ends 
the action potentials generated by the stimulation of 
cholinergic receptors. The enzyme acts when ACh is 
released by the presynaptic neuron in response to an 
action potential, preventing the accumulation of the 
neurotransmitter in the synaptic cleft (Fig. 1) [3]–[5].

ACh is transported along the synapse and, when it 
binds to its receptors, it leads, among other respon-
ses, to an influx of K-ions+ in the postsynaptic ner-
vous process or in a muscle cell. This process initiates 
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action potentials in the postsynaptic cell, which is qui-
ckly stopped by the action of AChE by hydrolyzing 
ACh into its breakdown products, choline and acetate 
(Fig. 2), which are used to regenerate ACh in the pe-
ripheral nerve [3, 4].

Fig. 1 - Structure of a synapse, in which the release 
and capture of a neurotransmitter occurs. 
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Source: [6]

Fig. 2 - Enzymatic hydrolysis of acetylcholine into 
its precursors: acetate and choline.

AcetateAcetylcholine Choline

Source: prepared by the authors

1.2 Inhibition of acetylcholinesterase

Inhibition of AChE causes an accumulation of the 
neurotransmitter ACh in the postsynaptic cleft, le-
ading to hyperstimulation of cholinergic receptors 
(muscarinic and nicotinic). This inhibition can be 
reversible and thus temporary, as is the case with 
therapies for the treatment of Alzheimer’s disease 
(AD), in which reversible inhibitors such as done-
pezil, galantamine, and rivastigmine are employed, 
an approach known as the “cholinergic hypothe-
sis” [7]mainly affecting older people. The unclear 
root cause and involvement of various enzymes in 
the pathological conditions confirm the complexity 
of the disease. Quantitative structure-activity rela-
tionship (QSAR. However, in the case of poisoning 

by pesticides (paraoxon, malathion; Fig. 3) or ner-
ve agents, inhibition occurs irreversibly. Although 
pesticides are less toxic than neurotoxic agents, both 
poisonings can lead to malfunction of the central 
nervous system (CNS) and neuromuscular junctions, 
which might be lethal [8], [9].

Nerve agents are organophosphorus compoun-
ds that can be divided into three series: the oldest, 
known as the G series (sarin, soman, tabun, and 
cyclosarin, among others), which are volatile under 
normal temperature and pressure conditions; the 
V series (VX, RVX, and CVX, for instance) (Fig. 3), 
which are more persistent in the environment [10]
e.g. in Alzheimer’s disease, Parkinson’s disease, 
or in eco-toxicology as a biological marker. Many 
inhibitors of AChE have been identified in nature 
as well as prepared in chemical labs as a result of 
systematic synthetic efforts. The organophosphorus 
(OP; and the A series, whose substances are kno-
wn as Novichoks (Fig. 3) [11], which were added to 
Schedule 1 of the Chemical Weapons Convention 
(CWC) in June 2020 [12].

Fig. 3 - Structures of G, V, and A series nerve 
agents and pesticide examples

Source: prepared by the authors.
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The inhibition of AChE occurs by the formation 
of a covalent bond between the organophosphate 
and the hydroxyl of the serine residue at the active 
site of the enzyme, which makes it impossible for 
the enzyme to interact with the ACh molecule (Fig. 
4). The accumulation of this neurotransmitter re-
sults in hyperstimulation of cholinergic receptors, 
failure of cholinergic synaptic transmission, muscle 
paralysis, and CNS impairment. These effects cons-
titute a “cholinergic crisis,” characterized by symp-
toms such as miosis (pupil constriction), excessive 
salivation, bradycardia, diarrhea, emesis, and bron-
choconstriction, caused by overstimulation of mus-
carinic receptors. They also lead to seizures, pa-
ralysis, and muscle dysfunction, resulting from the 
overstimulation of nicotinic receptors. The action 
on the neuromuscular junctions of the diaphragm’s 
smooth muscle can lead to death by respiratory 
arrest [13], [14].

The AChE inhibition reaction follows an addi-
tion and elimination mechanism (Fig. 4), in which 
the hydroxyl of the AChE serine residue binds to 
the electrophilic site of the inhibitor, followed by 
the elimination of a leaving group. In the case of 
irreversible inhibitors, such as organophosphates, 
the leaving group can be, for example, a halogen 
(fluoride in the case of sarin and soman, Fig. 3) or 
a cyanide (tabun, Fig. 3). In the case of reversible 
inhibitors, such as carbamates, the leaving group is 
an alkoxide [8], [15], [16].

Fig. 4 - AChE reactions with irreversible and 
reversible inhibitors. 

carbamate

organophosphate 

Source: prepared by the authors.

1.3 Reactivation of acetylcholinesterase

To avoid the lethality of organophosphate poiso-
ning, medicines should be administered as soon as 
possible, especially in cases in which AChE may un-
dergo the “aging” process, in which the antidotes 
available in the clinic lose their capacity to act, with so-
man being one of the agents most likely to cause this 
phenomenon. The rapid drug action also enables the 
reduction of risks related to neurological issues that 
impact victims of nerve agents [17], [18]. In addition 
to an antimuscarinic agent (atropine), which acts by 
antagonizing the effects of excess neurotransmitter in 
the synaptic cleft, and an anticonvulsant (diazepam), 
it is essential to administer an AChE reactivator anti-
dote to reverse the effects of poisoning [19].

AChE reactivators must possess a strong nucleo-
philic character to break the strong P-O bond betwe-
en the organophosphate and the serine residue of 
the AChE catalytic triad. This characteristic is found 
in cationic oximes derived from pyridine aldehydes, 
which are the only class of substances used clinically 
to treat poisoning by nerve agents. Among these, pra-
lidoxime (2-PAM), obidoxime (OBD), trimedoxime 
(TMB-4), and asoxime (HI-6) are available on the 
market (Fig. 5) [20]–[23].

Fig. 5 - Clinical acetylcholinesterase reactivators 
(X-: Cl-, I-, MsO-).

Source: prepared by the authors.

Although these oximes are used in clinical prac-
tice, they show limitations, including high toxicity, 
which restricts their dosage, and a limited spectrum 
of action against structurally distinct organophos-
phates, without broad-spectrum reactivation oxime 



90 • RMCT

VOL.40 Nº1 2023
https://doi.org/10.22491/rmct.v40i1.9273.en

currently available [13]. Other limitations include 
their low penetration of the blood-brain barrier 
due to their cationic nature and their inability to 
reactivate the “aged” form of AChE, caused by the 
disproportion of the formed enzyme adduct. The 
“aging” process consists of the dealkylation of the 
phosphorus adduct of the inhibited AChE (Fig. 6). 
To improve the reactivation spectrum of current 
clinical oximes, one or more of them can be com-
bined when AChE is inhibited by different nerve 
agents [24], [25].

Fig. 6 - Mechanism of inhibition of AChE by an 
organophosphate followed by its aging.

serin histidine glutamate 

serin histidine glutamate serin histidine glutamate 

serin histidine glutamate 
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Source: prepared by the authors.

2. Pralidoxime – properties and 
synthesis

2.1 Biological properties

Synthesized in the United States in 1955 [20], 
2-PAM was the first molecule capable of reactivating 
AChE inhibited by organophosphates to be used in 
clinical practice. As it is a cationic oxime, it is found 
in the form of a salt, and can be associated with chlo-
ride, iodide, methyl sulfate, or mesylate anions. It is 
used not only by the Brazilian Army, but also by the 

armies of the United States, France, and the United 
Kingdom, in addition to being listed in the Brazi-
lian Ministry of Health’s RENAME (Brazilian Natio-
nal List of Essential Medicines) [10], [26], [27]e.g. in 
Alzheimer’s disease, Parkinson’s disease, or in eco-
-toxicology as a biological marker. Many inhibitors 
of AChE have been identified in nature as well as 
prepared in chemical labs as a result of systematic 
synthetic efforts. The organophosphorus (OP.

Pralidoxime has been found to demonstrate effi-
cacy in reactivating sarin- or VX-inhibited AChE, 
especially when combined with atropine [28], [29], 
but not in reactivating the enzyme inhibited by ta-
bun or soman [30], which reiterates the absence of a 
“universal antidote” [13]. Another limitation of this 
reactivator lies in its low rate of penetration in the 
blood-brain barrier due to the presence of a po-
sitively charged nitrogen. Sakurada and collabora-
tors [31] determined that this rate is approximately 
10% but later studies suggest that this value is ove-
restimated [32]. This pharmacokinetic limitation  
is common to all AChE reactivators available  
in the clinic, which drives the search for new com-
pounds that are increasingly active and efficient for 
CNS reactivation. 

Administration of 2-PAM in humans at a dose of 10 
mg/kg resulted in concentrations greater than 4 μg/
ml in blood plasma in less than 10 minutes, which was 
maintained for the subsequent 50–55 minutes due to 
its high stability in water [33], [34]. The use of this 
reactivator can include side effects such as dizziness, 
blurred vision, diplopia (double vision), nausea, and 
headaches [33], [35].

2.2 Synthetic methodologies for pralidoxime

In 1956, Green and collaborators [36] descri-
bed a synthesis of pralidoxime iodide (2), in which 
2-pyridine aldoxime (1) was reacted with methyl 
iodide in ethanol under reflux for 4 hours (Fig. 
7). The research group also presented a possible  
interaction between oximes and the nerve agent  
sarin. The yield of the reaction was not reported  
in the article.
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Fig. 7 - Synthesis of pralidoxime iodide proposed 
by Green.

re�ux

Source: prepared by the authors.

In 1957, Ginsburg and collaborators [37] descri-
bed the synthesis of pralidoxime and several other 
derivatives of it. For the synthesis of pralidoxime 
iodide, three different synthetic routes were pre-
sented (Fig.8).

Fig. 8 - The three different synthetic routes for 
pralidoxime iodide presented by Ginsburg.

Source: prepared by the authors.

In the first method, 1 reacts with excess methyl io-
dide in nitrobenzene for 3h with reflux, forming 2 
with a yield of 88% (Fig.8) [37].

Then, in the second method, 2-pyridinecarbo-
xaldehyde (3) was reacted with excess methyl iodide 
in nitrobenzene, stirred for a few days at room tem-
perature The product obtained (2-formyl-1-methyl 

pyridinium iodide, 4) was precipitated using aceto-
ne. In the next step, 4 was added to a methanolic 
solution of hydroxylamine hydrochloride and po-
tassium hydroxide at −5°C, then stirred for 20 mi-
nutes as the temperature dropped to −10°C. The 
product was precipitated in diethyl ether, obtaining 
80% yield (Fig. 8).

In the third method, 4 was reacted with excess 
hydroxylamine hydrochloride in water under reflux 
for 15 minutes, followed by pH adjustment to a range 
of 6–7 using a sodium hydroxide solution. The oxime 
was recrystallized by methanol or ethanol, reaching a 
yield of 62% (Fig.8).

In 1964, an innovative route was proposed by 
Bloch for the synthesis of pralidoxime chloride (6) 
[38]. Previously, 6 was synthesized from the reac-
tion of a solution of 2 with solid silver chloride. 
Then the silver iodide formed was filtered and the 
aqueous solution evaporated to dryness at low tem-
peratures. The disadvantage of this method was 
the residual traces of silver in the product, which 
were difficult to remove, as well as the use of an 
expensive reagent, silver chloride. Another me-
thod for converting pralidoxime iodide to chloride 
involved using an anion exchange resin; however, 
this method was expensive and impractical, as re-
generating the iodide-saturated resin was difficult 
and, similar to the previous method, it required the 
evaporation of large volumes of water at low tem-
peratures. Direct quaternization of 1 with methyl 
chloride in a pressure reactor was also performed 
but the yield was low and successive recrystalliza-
tions were required to achieve acceptable purity 
[38]. Aware of these disadvantages, Bloch propo-
sed a synthetic methodology that involved an inter-
mediate step, forming pralidoxime methyl sulfate 
(5) by reacting 1 with dimethyl sulfate. Molecule 5 
was then converted to the chloride by reacting it 
with concentrated hydrochloric acid and a water-
-miscible organic solvent (Fig. 9). The solvents tes-
ted were isopropanol (85% yield), methanol (30%), 
absolute ethanol (70%), isobutanol (84%), propyle-
ne glycol (27%), dioxane (29%), and acetone (75%). 
Since 5 proved to be significantly more soluble than 



92 • RMCT

VOL.40 Nº1 2023
https://doi.org/10.22491/rmct.v40i1.9273.en

6 in the solvents mentioned, the product could be 
easily separated by filtration at the end of the re-
action and then washed with acetone, achieving a 
high degree of purity [38].

Fig. 9 - Synthesis of pralidoxime chloride propo-
sed by Bloch.

solvent org.

Source: prepared by the authors.

In the work of Ellin and collaborators [39], mo-
lecule 6 was synthesized by reacting 1 with methyl 
chloride in N,N-dimethylformamide (DMF) (Fig. 
10). At atmospheric pressure, both DMF and other 
solvents such as acetone, ethanol, tetrahydrofuran, 
and benzene showed low yields for the method pre-
sented. However, using DMF at pressures around 
7 bar resulted in a yield approximately four times 
greater than those obtained with the other sol-
vents. This increase is due to DMF being a polar  
aprotic solvent, and the reaction follows an SN2 
mechanism, which presents, as slow step, a dipolar 
transition state formation, whose energy is reduced 
by the solvation effect of DMF, leading to greater 
stability [39].

Fig. 10 - Synthesis of pralidoxime chloride propo-
sed by Ellin. 

Source: prepared by the authors.

In the study by Rao and colleagues [40], aimed at 
synthesizing pralidoxime chloride via the methylation 
of 1, various methylating agents were tested, inclu-

ding methyl methanesulfonate and p-toluenesulfona-
te (Fig. 11). For methylation with methyl methanesul-
fonate, the tested solvents were toluene (70% yield), 
tert-butyl methyl ether (52%), dimethoxyethane 
(60%), acetonitrile (90%), and 1,4-dioxane (55%). For 
methylation with p-toluenesulfonate, the solvents tes-
ted were toluene (91%) and acetonitrile (70%). In all 
reactions, with the exception of methyl methanesul-
fonate methylation in acetonitrile, the crude product 
crystallized in an ethanol solution with ethyl acetate. 
In the final step, to convert to pralidoxime chloride, 
a solution of the methylation product in isopropanol 
was bubbled with anhydrous hydrogen chloride gas 
to form 6 (Fig. 11).

Fig. 11 - Synthesis of pralidoxime chloride propo-
sed by Rao.

or

Source: prepared by the authors.

3. Discussion
The 2-PAM is part of a broad family of com-

pounds with strong nucleophilic characteristics, ca-
pable of reactivating AChE inhibited by neurotoxic 
agents. From a structural standpoint, it is used as a 
quaternary ammonium salt and shows only one oxi-
me group, whereas the other three available reacti-
vators show two. The quaternization of oximes aims 
to increase their affinity for the anionic catalytic site 
of AChE, enhance water solubility, and adjust the 
pKa values (from 7.0 to 8.35) to facilitate the reac-
tivation process [41]. A major limitation of cationic 
oximes is their poor penetration of the blood-brain 
barrier due to their low lipophilicity, which causes 
them to act predominantly in the peripheral ner-
vous system [42]. However, 2-PAM showed a 10% 
penetration of the blood-brain barrier in rats, com-
pared to 1 to 3% for the bipyridinium oximes [31], 
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[43]. Among the available antidotes, asoxime is the 
least toxic, followed by 2-PAM, whereas obidoxime 
and trimedoxime are the most toxic [44].

Although clinical antidotes are cationic and have 
one or two pyridinium rings, recent studies have 
explored AChE reactivators with different structu-
ral characteristics. In search of greater lipophilicity, 
neutral oximes and oxime derivatives containing 
nitrogen heterocycles in their structure have been 
evaluated as potential new classes of AChE reacti-
vators [45]–[47]. Other approaches with the same 
objective include structural modification of cationic 
oximes by adding fluorine atoms to the pyridinium 
rings and transforming these oximes into prodru-
gs—drugs administered in an inactive form and 
activated by biotransformation within metabolic 
pathways of the body [48]. In addition to chemi-
cal approaches, research have been exploring new 
methods of administering antidotes, developing 
techniques that facilitate the entry of reactivators 
into the central nervous system, such as intranasal 
administration [49].

Regarding the synthesis methodologies presented, 
considering the number of steps and yield, the most 
efficient synthetic methods were those reported by 
Ginsburg (one step; 88% yield) and Ellin (one step; 
85–90% yield).

4. Conclusion
Several synthetic methodologies for 2-PAM 

have been described, making it one of the most 
relevant pyridinium oximes available for comba-

ting poisoning by nerve agents. We searched for 
articles published since 1955, the year 2-PAM  
was first reported. In the discussion, the synthetic 
routes were compared in terms of efficiency, con-
sidering the number of steps, yield, and feasibility  
of the syntheses. A comparison was also made 
between the properties and limitations of 2-PAM 
relative to other AChE reactivators. Approaches 
were also cited in the search for new classes of 
AChE reactivators.

List of abbreviations and acronyms

2-PAM = Pralidoxime

ACh = Acetylcholine

AChE = Acetylcholinesterase

CWC = Chemical Weapons Conven-
tion

AD = Alzheimer’s disease

DMF = N,N-dimethylformamide

EC = Enzyme Commission Num-
ber

HI-6  = Asoxime

OBD = Obidoxime

RENAME = Brazilian National List of Es-
sential Medicines

SNC = Central Nervous System

TMB-4 = Trimedoxime
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